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Notation

Throughout this thesis we use some notational conventions which we explain here.

All spaces in this thesis are topological spaces: R% and its subsets are equipped with the standard
Euclidean topology. Similarly, we equip all manifolds, for example S' the unit circle embedded
in R?, with the standard topology. Countable sets carry the discrete topology. Consequently
we always equip all topological spaces with their respective Borel sigma algebra. Hence we need
not worry about measurability - as long as we consider continuous functions.

Given a measure space (€2, F, ) and a measurable function f: 2 — R we use different notations
to denote the integral of f with respect to u:

| r@mtan) = [ gau=uls)

as long as the integral exists.

We often define probability measures with respect to a reference measure: assume we have given
a measure space (£, F, u), we define a new measure by

v(dz) = pl(a)u(dz)

where p is a non-negative measurable function. This is to say that we define v via its Radon-

Nikodym derivative with respect to u, i.e. Z—Z = p.

We often work with subsets of Z%¢, B & Z% denotes that B C Z is a finite subset.
Given a measurable space S, we define:

C(S)={f: S — R, f continuous}
Ce(S) = {f € C(S) : f is compactly supported }

And if S is an open subset of R%, we further define:
CH(S) = {f € C(S): fis k times continuously differentiable }
Given a measure space (2, F, ) we define for 1 <p < oo :

LP(u) = LP(Q, F,p) = {f: Q@ — R measurable : |||, = M[mp}l/P < oo}
L®(p) = L®(Q, F,p) = {f: Q@ = R measurable : || f|s = esssup|f(w)| < oo}
weN

For two normed spaces (X, || - ||x), (Y,]| - |[y) and a linear operator A: X — Y, we define the
corresponding operator norm

A
IA| = |Allxoy = sup 1Ay
rox-y Il

In the special case that X = LP(u) and Y = L%(u), we denote ||Al|zr—rqa by ||A

p,q-



1 Overview

In this thesis I will prove ergodicity of the XY-model with Glauber dynamics in one dimension
(d = 1) for finite temperature and in higher dimensions (d > 1) for high temperature. This is
achieved by showing a logarithmic Sobolev inequality for the Gibbs measure. In this short first
chapter, I briefly introduce the dynamics of the XY -model, state the theorems that are being
proven in the main part of this thesis, and explain how the thesis is structured.

Lattice models are a very important part of modern physics, in particular of statistical physics,
where some of the most important exact solutions have been achieved for lattice models like the
two-dimensional Ising-model. The Ising-model is a model for discrete spins on the d—dimensional
lattice, with configurations taking values in {:I:l}Zd. A related but continuous spin model is
the XY-model considered here, with configurations taking values in (Sl)zd. Its probability
distribution in a finite volume A C Z? is given by

1
pa (dw) = Ee*HA(“)VA(dw),

where Hj(w) is the energy of a configuration and v, the uniform distribution. The energy
function is given by
Hy(w)=— > Bloioy),
i,jEA;|i—j]=1

where o; is the spin at site ¢ and 8 > 0 is a parameter corresponding to the inverse temperature,
B = 1/T. This energy describes the tendency of neighbouring spins to align with each other.
The probability measure which then describes the equilibrium in infinite volume is given by a
Gibbs measure 7. Similar to the Ising-model in d = 2, the XY -model undergoes a transition
at a finite critical temperature, but due to its continuous character, this is not a conventional
transition between a disordered and an ordered phase, but a change in correlations. In d = 1,
both models do not have transitions at finite temperature.

We next add dynamics to the XY-model by defining a time-evolution operator P;. Here we
choose the Markov generator

L= A-VH -V,

which is also known as continuum Glauber dynamics and means that the spin at site ¢ undergoes
Brownian motion with diffusion and drift. The drift goes towards the local minimum of H,
leading to local spin alignment.

The goal of this thesis is to show that Glauber dynamics of the XY-model converge to the
Gibbs measure 7 in a uniform sense. One can only expect this to happen when 7 is unique, which
automatically yields a necessary assumption: either we work on the one-dimensional lattice Z,
or we need to assume that 8 < B.(d) where 0 < B.(d) < oo is the uniqueness regime of the
XY-model on Z¢. The proof places an additional constraint on 3, namely § < 4%1 which is why
the result holds for 8 < . = min{8,, }.

We can now state the main theorems which are proven in the main part of this thesis.

Theorem: For the XY model with unique Gibbs measure 7, assume d =1 or 5 < Bc. There
are constants 8 > 0,C such that for any differentiable f depending only on finitely many spins
A(f) € Z¢, we have
[Pef = 7l f][l < CAWDNE D IViflloc
i€zd
0 depends only on d, 3 and C(A(f)) depends on d, 3 and A(f).

This means that P; converges to m exponentially fast in a uniform sense and the associated
process reaches equilibrium exponentially fast - irrespective of the starting configuration. The
main tool needed to prove this theorem is a logarithmic Sobolev inequality for the unique Gibbs
measure T



Theorem: For the XY model with unique Gibbs measure w, assume d =1 or f < Bc. Then
there is a constant o < oo such that for any differentiable f depending only on finitely many
spins we have

Entw(f2) = 7r[f2 long] — 7T[f2] logﬂ[fQ] < 20&7‘1‘“Vf‘2].

This thesis starts by introducing the basics of the XY-model and of Markov processes in
Chapter 2. In Chapters 3 and 4 I will present the spectral gap inequality and the logarithmic
Sobolev inequality, respectively. In the final chapter 5, I will then prove the two theorems given
here. The thesis finally closes with a short concluding chapter.



2 Introduction

2.1 Lattice models

The purpose of this section is to introduce the basics of lattice models from statistical mechanics,
in particular the X'Y-model which we investigate here. We introduce Gibbs measures in finite
and infinite volume. Here we need to prove that the Gibbs measure associated to the XY-
model is unique in one dimensions for all temperatures, and in higher dimensions it is unique
for sufficiently high temperatures. The main reference for this section is [9].

We consider spin configuration on the d-dimensional lattice Z%. This means that we are given
a single-spin space Qg which describes the possible values of a spin at a single site. Given A C Z¢,
Q, is the state of configuration of spins on A, i.e.:

QA = Qg = {(wi)ieA Wi € QO Vi € A}
And if A = Z4, we abbreviate Q = Q4. For two subsets A C A C Z¢ there are embeddings
QA — QA — Q

by choosing the values of, say A\A as some reference configuration. To make this a bit more pre-
cise, assume we have a reference configuration nn € Q and w € 2. We define a new configuration
wanace as follows:

Wi if €A

(wAnae)i = {m it e AC

Further we impose some technical assumptions on £2y5: we want it be a Polish space. Hence-
forth, (Qa)xcza are Polish as well when equipped with the product topology. We use the induced
Borel g-algebras, respectively.

More importantly, we impose a non-technical assumption on 2y in this exposé: we require it
to be compact. This is the case for the XY —model where we choose €2y to be the unit circle in
R? and this is the case for the most famous model of this kind, the Ising model, where we have
Qo = {£1}.

Before we can define any measure on (2p)5-7za, we need a notion of energy of a given config-
uration. We assume straight away that our energy function Hy, which is called Hamiltonian, is
derived from a translation invariant potential [9, Def. 6.14]:

Definition 2.1: Assume that for each 0 € B € Z we are given a continuous ®p: QF — R.
For A € Z%, the associated Hamiltonian is defined as

Hp(w) = Z Z D, p(w) YweQ.

i€\ 0eBezd

We remark that one needs to impose a condition of ® such that H is well defined: we assume
(PB)peza to be absolutely summable in the sense that

> 1®5lle < o

0cBeZd

Lastly, we need to assume that we are given a reference measure v on )y, to avoid problems
later, assume that v is a probability measure, i.e. v(£y) = 1. Naturally, we equip Q4 with the
product measure vy = v®*. This allows us to define Gibbs measures in finite volume:

Definition 2.2: For fized A € Z% and boundary condition n € Q, and given Qo, H and v as
above, we define a probability measure on 2p

1
pip (dw) = ﬁe_H"(wMAC)VA(dW)a
A



2.1 Lattice models

where the partition sum Z) is defined as
ZX :/ e—HA(WAWAC)VA(dw)‘
Qa

This probability measure is extended to ) by choosing the reference configuration as .
Due to our assumptions on H and v, we have 0 < Z < co and therefore x} is well defined.

Definition 2.3: We can now introduce the model we are most interested in: the XY -model.
Recall that we need to specify Qo, (Ha)peze and v. We choose € to be the unit circle embedded
in R?
Qo = {(x,y) eR?:z? 4+ 42 = 1},
equipped with the usual topology. Then we choose v to be the normalised Lebesgue measure
on €, which can be described as the push-forward of the Lebesgue measure on [0, 1] under the
map t — (cos(2mt), sin(27t)).
The Hamiltonian is given as a nearest neighbour interaction

Hy(w) = -8 > (wi, i),
{6,530, 3NA#D,[i—j|=1
where § > 0 is an order parameter which is called the inverse temperature and (-, -) denotes the
standard inner product of R%2. We always leave the dependence on 3 implicit.
Often we view the circle not as subset of R? but as 0,11/~ 1). This is done by using the
homeomorphism

0,1[> ¢ — (cos(t),sin(t)) € {(z,y) e R* : 2® + y* = 1}.
The Hamiltonian then becomes:

Hl(w)=-p Z cos(2m(w; — w;)) — BB Z cos(2m(w; — n;)),

i,7EAJi—j|=1 i€A,jEAC |i—j|=1

for a configuration w € [0,1]* with boundary condition 1. We stress the dependence on 7 by
writing H} and we abuse notation and use the same letter for a configuration in (Sl)zd and the

corresponding configuration in [0, I]Zd.

Definition 2.4: For the sake of completeness, we also introduce the Ising model. Here we have
Qo = {1} and v is the uniform distribution on Q. Just like in the XY -model, the Hamiltonian
is a nearest neighbour interaction

Hp(w) =—p Z Wiw;.

One should note that the family of measures {u} : A € 7% n € Q} is actually a family of
probability kernels: 1 — p}{ (A) for each measurable A C Q2 is a measurable map with respect
to the product c-algebra of Qxc. And for each n € Q, p}(+) is a probability measure on Q by
definition.

In light of this technical property, we also write u}(A) = pa(Aln). Now given another
probability measure 7 on €2, we can define a composition of 7 with pa

mupa(A) = /Q,uA(A|77)7T(dn), A C Q measurable.

Probabilistically, this corresponds to sampling a boundary condition 7 using w first, and the
using 4} to sample the values of the spins in A. A natural choice for 7 arises when we have
A C A eZ%and a fixed n € Q. Similar to mua we define paua:

papa(Aln) = / pa(Alw)pa(dwln), A C Q measurable.

Qa



2.1 Lattice models

DPFPFIIIPIPIFIIIPIDIFIFIIDIPIFIFIIDIDIFIIDIDIDIDIHFIH> D
NYISINN LISV TR A a5 a3 22 A5 ) L\ a2
LZ)T NSIAN A2 2T<RNs 22y VLV Va5 72—
NAARNT 2L VAN SN NSNS Y P Y
R N S R I Y A N A I I R I
NA A A 2R RK 23V Y e 3NV NS
RANMNYS A ANVNNYS VL NN AN 32 A
lv 2NNl v et T Va9 53
N
-
-

VRV e R« AN V=225 T =2
VNY LYY SNV VYN AR =
23V A I VYERANVYNYNS 2T ANV LA
YV NSNN e Rrevr L L]l 2293 AR v
—recrev A>3V Ll s LS AP~
ERSY e e K3 /A3 Ve )
SN PIINe Y VNS« A T A 72N N=3—=>T >
A A N A VAR N N S VA G VR VELN
AT A2 72 NNIAN Y P A AN A
NN =3NSy PRNN ALY - 72> 2XNK
N A e A Ar AN, L N> 2T 7
A3 2NN P
P71 T<1TA
A= AN
N A AR Y
=2V
N =V & e
A |/
P VAN
I TR UL/
-2« T
S IA«KT VY KN
P A P« T A
SVl A3 AASAS P AN S
DI IIIIIIIIIIIIIII>II>H>D

1
'S
N
=
1
<~
Ne
4
4

NNV VYVIVYL LY
R PPN T VYN
A AN~ eV
P A R A

NN N T
NSN3 AT

v
7
~
T
A
T
N
N
T
L
T

~

\

N

\

Y
V
T 7
7 N
4
Nl
\

NS A AN AL LN Py
N
/Y
~

Ve RARSS2A2AR A AT
JINRK NSy | 2S5\ =—~

A A2 N A R A R Ve
N v v e X Ve~

LAy | 2K P

AL SNV AR >

A AT NN TS N —
AR N A I g e A
NN AN DA A~
NYNYIRKTPTAATSL Y
NN~ Ao A ]
ANV ST o A
S Ve AN ) e Y
Sl RN A== L

e NP APRAY LSNP

VI I I I I I3 333333y
1

v

e

\

v

“~

N N R TR 2 20 2 2 2 0 0 S AN A A A A A

IV wed vl =2V V22 VL =N Y LY

Jlewv d Ve P L =
IINMVSN=S PN L=V V=

N A e A A = S

JINSIS TSV L= VN VR P
I LR NRRAANVNE T = Vv 2
PRI 5N\

Figure 1: A typical configuration of the XY-model for 8 small, taken from [9]. The thick arrows
represent the boundary condition 7.

This corresponds to sampling the configuration in A in two steps, first in A\A and then in A.

Computing this expression yields the consistency of the finite volume Gibbs in the following
1

sense:

Lemma 2.5: For {§ia}pcza defined as above, A C A € Z and any n € Q we have

papa(-ln) = pal:ln).

Proof. In the case of g = {£1} an analogous lemma can be found in [9, Lemma 6.15]. We
adapt the proof to arbitrary €y. Let f: Q24 — R be measurable and bounded. We compute

papa(fln) :

!This renders {14} ,cza @ specification, more precisely a Gibbsian specification [9, Def. 6.11]



2.1 Lattice models

uapa(fln) = /Q /Q F(oawn amacJua (dolw)a (duln)

1 1
= 77/ —= | floawpanae)e  Haloawmane)e=Halanse)y \ (do)uy (dw)
ZA Qa ZA QA

a [ g )
=7 —o f(eawpn anae
ZX Qa\a QA QA ZX )

e~ Haloawp\anne) o—Ha (WAWAC)VA(dO-)VA(de)VA\A(de\A)

1 — OAW c
= Z"/ Floawa\anae)e Taloawmansely  (do vy o (dwpy o)
A QA Y QA

= pa(fln)
where we used the definition of Z%. Because the above identity is true for any measurable and
bounded f, we obtain the lemma. O

This leads us to a reasonable definition of Gibbs measures in infinite volume: the so-called
DLR-condition which is named after Dobrushin, Lanford and Ruelle.

Definition 2.6: A measure m on Q is called infinite volume Gibbs measure (or simply Gibbs
measure) if it satisfies
TUN = T

for any A € Z%. We denote the set of all Gibbs measures by 4 (®), where ® indicates the
dependence on the potential involved in the definition of {pa}cza-

The immediate question is that of existence. If €2y is compact, then an infinite volume Gibbs
measure always exists. This question becomes more intricate when this is note the case, see [9].

Theorem 2.7: For {up}acza defined as above and Qo compact, we have 4(P) # 0.

Proof. This is [9, Thm. 6.26] in the case of Qy = {1}, we adapt the proof to compact .

The main tool need is Prokhorov’s theorem: because 2y is compact and Polish, so is 2 and
therefore the space of probability measures on €2 is sequentially compact with respect to weak
convergence.

Choose and arbitrary xg € Qo and let 7 = (1;);cz4 With 7; = z¢ for every i € Z?. Further let
A, = {—n,...,n}% Define p, = ”Xn' By Prokhorov’s theorem (ji,,)n>1 is sequentially compact,
hence we can pick a subsequence (nj)r>1 so that there exists a probability measure 7 with
fn, — m weakly as £k — oo. We show that 7 satisfies the DLR-condition in Definition 2.6.

For this fix an arbitrary continuous and bounded f: Q — R and fix A € Z¢. By our assump-
tions on the potential ®, we have that w — p%[f] is also continuous and bounded. Now choose
ko big enough such that A C A, . Then we have:

~———— o0
k>ko e 71 k>ko
where the first and last equality follow from the convergence of the p,, and the middle equality
follows from Lemma 2.5 which can be lifted to expectations of bounded functions by measure
theoretic induction.
Because the above equality is true for any f, we have muy = w. And because this is true for
any A, 7 satisfies the DLR~condition and therefore 7 € 4(®). O

Having settled the question of existence, the next natural question is uniqueness of Gibbs
measures. In fact, this is a very hard question and we only answer it partially and only for the
XY-model: if d =1 or if 5 is very small, then the Gibbs measure is unique.

10



2.1 Lattice models

Theorem 2.8: For the XY —model - as defined in Definition 2.3 - we have two sufficient con-
ditions for uniqueness:

(a) d=1 and B > 0 arbitrary.
(b) d>2 and 0 < f < B.(d).

for some 0 < f.(d) < oo.

A significant part of the theory of lattice models deals with proving uniqueness or non-
uniqueness of Gibbs measures. In particular, one could show that

Be = sup{the Gibbs measure at inverse temperature /3 is unique}.
B8>0

Furthermore, in d > 3 we indeed have that 8. < oo, see [9].

We now turn to the proof of Theorem 2.8. As one would expect, if the finite dimensional
measures ) depend only weakly on the boundary condition 7, then the Gibbs measure in
infinite volume is unique. This is illustrated by the following lemma:

Lemma 2.9: We have 9(®) = {7} if

sup |px [f] —uX, [f]]| — 0,
n,weN

for all local, measurable and bounded f and some sequence Ay, T Z% such that A(f) C A, for all
n.

Proof. This lemma is similar to [9, Lemma 6.30] and consists of applying the DLR-condition.
Assume we have 1,1y € 4(®). By the definition of Gibbs measures we have for any f like in
the lemma:

by use of the dominated convergence theorem. Hence m1[f] = ma[f] for all appropriate f and
thus m; = my. This means that the Gibbs measure is unique. O

For the XY —model on Z we can directly estimate sup, ,co "“X [f] -y [f] | and we can even
show that this quantity decays exponentially:

Lemma 2.10: For the one-dimensional XY -model and any § > 0 we have: there exists v > 0

such that for any continuous function f: (SY)? — Z with A(f) = {—=N, ..., N} for some N we
have:

sup 7 1] = 1] < o(pe e,

x1,Y1,22,y2€S?

for all n > N and for some C(f) which depends only on f. Here, u{fl’“} , denotes the finite

volume Gibbs measure with boundary condition x1 for the spin at —(n + 1) and xo for the spin
atn+1.

Proof. We postpone the proof to Section 5.1 and revisit this lemma as Lemma 5.3 in a slightly
different formulation. O

A similar result holds for the XY-model on Z? for # small:

11



2.1 Lattice models

Proposition 2.11: For the XY -model on Z%: there exists 0 < B.(d) < oo such that for any
B < Be(d) the limit

ﬁ#% pAlf] = €(f)

independent of 1 € Q and for any local, continuous f: 0 — R. Furthermore, there exists v > 0
such that for any such f we have:

(L] — £(F)] < C(f)erdstAAD),
where C(f) is a constant that depends only on f.

Proof of Theorem 2.8. The uniqueness of the Gibbs measure for the one-dimensional XY -model
now follows directly from Lemma 2.9 and Lemma 2.10. Respectively, the uniqueness of Gibbs
measure for the XY-model on Z%,d > 2 follows from Lemma 2.9 and the previous proposition.

O

Sketch of the proof of Proposition 2.11. This proposition is similar to [9, Prop. 6.39] which con-
cerns itself with models on {il}Zd. The proof uses the so-called cluster expansion and we sketch
this approach.

Fix f,n as required and let A € Z% such that A(f) € A. To rewrite p}[f], we denote
Z) = f(Sl)A exp(—Hp(oanae))va(do) and let A = A\A(f):

1

A
1 o

= = /(Sl)A(f) f(O')eﬁZivjEA(f)5ij1<U“UJ>/ e_HA(UA(f)UAnAc)VA(dO-A) VA(f)(dUA(f))

A ~ (sh)A
=F(ox(p))

AT = g [ F@)eT e

_ZJA e

ZZA(MAC
- E 7 d 2.1
/(Sl)/\(f) (i) zZl va(p) (doacp) (2.1)

The only quantity that depends on A and 7 is the ratio in (2.1). Hence we want to estimate this
ratio, we present an analysis of Z)]. From now on we want to emphasise the dependence on j3

more, let V; j(0) = —(04,05)1};_jj=1 the interaction of the spins at i and j. We then have:
er= [ ei= JI (-1+1)=> ] (-1, (22
{i,7}NA£0 {i.7}NA20 Be# {ij}eB

where 2 is the powerset of G = {{i,j} : {i,j} N A # 0,]i — j| = 1}. We endow G with a
graph structure: the elements of G are vertices and {i1, j1}, {i2,j2} are connected if and only
if {i1,71} N {ia,jo} # 0. Let . be the set of subgraphs of G and C(S),S € . be the set of
connected components of S. (2.2) then becomes

=S T I (™ ).

Se” CeC(S) {i,j}eC

The advantage of this decomposition is that if C N C" = () then H{ij}ec (e—ﬁvi,j — 1) and
H{i,j}eC’ (efﬁvm — 1) do not depend on the same spins which causes the integral in ZX to
factorise, let C = Ugjrecti- it

12



2.2 Markov Processes

Z] = / e_HA(”A”AC)I/A(dU)
(sHA

RIS IES cmA/ [T (ePVstorms) —1)uq(do)

Se” CeC(S) {z jreC

=w(C)

— NS T w (2.3)

Se.7 cec(S)

Implicitly, the weight of C', w(C'), depends on A and 7.

We have now arrived at the point where the formalism of cluster expansion is used. This
formalism allows us to rewrite the sum of (2.3) as exp (),[---]) and can be found in [9,
Chapter 5]. In the end we are given an expansion of the form

log ( oIl w > =1+Y Y Upay(Ch, ., C), (24)
Se” CceC(S) n>1C1,...,.Ch€xa

where the C; are connected subgraphs like above, possibly containing duplications, ya indicates
the dependence of the C; on A, and V¥ is of the following form:

Up,(Ch, ..., ( H w( ) comblnatorlal factors)

For the series in (2.4) to converge absolutely, we need the weights w(C') to be small. This can
be achieved by noting that

ol I e —tle= [ "< -1
{i.j}yeC {i,jyeC

can be made arbitrarily small if 3 is small, the last inequality holds if e® —1 < 1.
Once the expansion (2.4) is established, we can consider the ratio in (2.1):

o nAC
Zy _ oA &P (Xnz1.01.0nexa Yaoaipme (O Cn))
ZX €xp (ZRZLCh---aCnEXA \IIA’H(C17 o Cn))
— Ua o c s ey
_ o PP (Enzren, crexau@inag2 Yaoagme (O Cn) (2.5)

exP (X101, CuexalUTina(f)20 YAan(CLs - Cn))

The cancellation in the second identity comes from the fact that all the terms that do not
intersect A(f) are present both in the numerator and denominator.

Recall that we do not want to keep A and A = A\A(f) fixed but we want to consider A,, 1 Z¢.
Due to the condition that [ JI; C; N A(f) # 0, the contribution of the additional terms in series

becomes negligible and the fraction Z AA(\JX”}\; / ZX converges. Furthermore, in (2.5) 7 influences

only the terms that satisfy both JI_; C; N A(f) # 0 and |-, C; N A® # . These terms have
weights of order smaller than (e? — 1)#s/(AA)) which is why the limit is independent of 7.
Further, this hints at the exponential rate of convergence in the proposition. This completes our
sketch of the proof. O

2.2 Markov Processes

In this section we recall the basic notions of Markov processes in particular the relation of the
generator with the reversible measures of the process. Further, we introduce the framework
which we need later to introduce spectral gap and logarithmic Sobolev inequalities.

13



2.2 Markov Processes

We do recall the most basic definitions and refer to [12] for that, in particular the third chapter.
We also refer to [15] for more definitions, especially more properties of the carré du champ.

We assume that our underlying space S is a locally compact and separable topological space
equipped with its Borel o—algebra S. Mainly we deal with R, S! or [0,1] and products thereof.
We use the correspondence of S—valued stochastic processes (X;);>o that satisfy the strong
Markov property, the semi-groups of operators (P;);>0 acting on some Banach space B of func-
tions on S, equipped with the || - ||co-norm, and probability generators £ defined on some subset
of B. A priori, we assume B to be a subspace of C'(S) and that B contains constant functions.
Recall what it means for (P;);>0 to be a probability semi-group:
Definition 2.12: A family of operators (P)¢>0 acting on B is called a probability semi-group if
the following conditions are satisfied for all f € B:

1. Bhf=f.

2. limy_o P.f = f.

8. PoPsf = P,y forallt,s > 0.

4. Pof >0 forall f >0 andt > 0.

5. P.1 =1 for the constant function 1 and any t > 0.

We then define £f = lim;_ %(Pt f — f) whenever the limit exists. The set of function for
which £ is well defined is the domain of £, denoted by D(L£). As a matter of fact, £ defines
(P;)¢ uniquely. Further recall that D C D(L) is called a core for L if the closure of L| pis L,
i.e. if £ is uniquely determined by its values on D [12, Def. 3.31].

Throughout this thesis, we are interested in the invariant measures of the process. A measure
p is called invariant (or stationary) with respect to the semi-group (P); if [Pif dpu = [ f du
forallt > 0 and f € B. A convenient criterion to check invariance is the following, for the proof
see [12, Thm. 3.37]:

Theorem 2.13: A measure p is invariant if and only if [ Lf dpu =0 for all f € D where D is
a core of L.

Note that we do not require p to be a finite measure here. Of course, this criterion is only of
any use if we are able to guess a good candidate for u. And even if we should succeed in that
regard, this leaves two questions: uniqueness of the invariant measure and convergence to it.
These questions will be discussed over the course of the next chapters.

If we are given an invariant measure p, we implicitly use that the operators (P;) can be
extended to LP(u) for any p > 1 which is defined in the usual way [15, Property 1.14] using
Hahn-Banach’s theorem. In particular this allows us to define:

Definition 2.14: A measure u is called reversible if for all f,g € L?(u) :

/f(Ptg) dp = /(Ptf)g dp.

By choosing g = 1 we see that reversible probability measure are also invariant. Further, this
renders (P;); and £ symmetric operators on L?(u) and L?(u) N D(L) respectively. The resulting
formula

[ ey au= [cpyg an

is also called the integration by parts formula for £ which is equivalent to u being reversible.

In this chapter and the following ones we always need an assumption which justifies that our
calculations are well defined: the existence of a core which contains only well behaved functions,
compare to [1, Def. 2.4.2| or [2].
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2.2 Markov Processes

Hypothesis 2.15: For a generator L with invariant probability measure p, we assume the
existence of an algebra A C D(L) which is a core for L. A is assumed to be dense in LP(u),1 <
p < 0o, stable under multiplication, addition and composition with smooth functions. Further
we assume that if f € A then Lf € A and Pif € A for all t > 0. Lastly, we assume that A
contains all constant functions.

In specific examples we can check that this hypothesis is actually satisfied. Note that when
we define £ only on A it is technically not a generator on the bigger space B but rather a
pre-generator. The unique closure of £ then is a generator. We always abuse notation and call
both objects £, for more details check [12].

We need one more operator related to L:

Definition 2.16: To a generator L, we associate its bilinear carré du champ operator I'

Ti(f,9) = 5[L(fg) — f(Lg) — g(LS)],
forall f,g € A.

Given a reversible measure u, observe that by using Theorem 2.13 and the integration by
parts formula for £ we obtain the following:

[rattor =4 [ etto) du+ [ 1-£9) du= [ 1(~2o) du

In particular, using that —L is a positive operator, we have that M[F1( HLf )] > 0. This can also
be seen by the following characterisation of I'y, f € A:

N(f ) = Gy (PP = (2)| =t (R - (%) 20

T dt2 20 2t

t=0

Further, this already hints at ,u[l“l( iLf )] being an interesting quantity:

Definition 2.17: For a generator L and reversible measure p we define for the associated
Dirichlet form, which is sometimes also called the energy:

E(f.f) = / f(~Lf) dp = / Iy(f. f) dis,
for all f € A.

The use of these definitions only becomes fully apparent in later sections. Nevertheless, we
discuss some examples now.

Example 2.18: Using R as state space, we define the Ornstein-Uhlenbeck generator to be

Lf(x) = f"(x) — zf'(x).

It is defined for f € A = {f € C*(R) : 3P polynomial, such that: |f| < |P|}, the set of
smooth functions which grow slower than polynomials. Physically, this process corresponds to
a Brownian particle drifting in an harmonic field. For this generator, the standard Gaussian
measure -y

22
v(dr) = —e” 2 dx

is reversible. Indeed, let f,g € A. Partial integration and usage of the fact that

22

lim h(z)e”2 =0

|z|—o00

for any h € A, we obtain:

15



2.2 Markov Processes

(1) (2)

Figure 2: (1) Brownian motion on the circle; (2) Ornstein-Uhlenbeck process.

/Rf(w)ﬁg()(dw m/ 2 dx—m/ e dz

= [g’(:v)f(a:)e\;;rw - —= [ @@ T

/ 2dw—/ 2d$

- m §(@)f (@)we T do

- / 9(2)LF (x))y(dz)
R

Therefore ~y is reversible with respect to the Ornstein-Uhlenbeck generator. We also compute

'y, let f,g9 € A:
2l (f, 9) ()

L(fg) — f(Lg) —g(Lf)

5( (2)g()) — 20:(f(2)g(x))
"(@)f(z) +2g () f(z) = f(2)9(z) + 2 f'(2)g()
2f"(x)g'(x) — x[0:(f(2)g(x)) — g

2f'(2)d (x)

Example 2.19: Using the circle defined as S' = [0.1]/(0 ~ 1) as state space, we define a (rescaled)

Brownian motion by its generator £f = f” for all f € A = C*®(S'). We keep in mind that
there is a bijection between C°°(S') and the periodic functions contained in C*°(R):

C(R) = {f € C°R) : f*)(z) = fP(zx +n) ¥n € Z, Yk € Ny} (2.6)

Il
Q

5
S~—
-
—
G
|
=
&
)
—~
8
-~

We use this bijection implicitly and we use it to define f” on the circle.
Here the reversible measure is the Lebesgue measure. To check this, let f,g € A :

1
[ (o) do = [ @)@ o

= @@l - @e@ly+ [ @ o= [ @ng

where the boundary terms of the partial integration disappear precisely because we work on the
circle. And again, we have that T'1(f, g) = f'¢":

201 (f,9) = 92(f(2)g9(x)) — f(2)g"(z) — g(2) f"(x) = 2f' ()¢ ().
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2.2 Markov Processes

To conclude this section, we present different modes of convergence to equilibrium.

Definition 2.20: A Markov semi-group (P;)i>0 with invariant probability measure p is called

e weakly ergodic, if for all f € L*(p):
Pof = plfl p—as. (2.7)

o L%(p)-ergodic, if for all f € L*(u):
[ Rt = )i o (2.8)

e uniformly ergodic if for all f € L' (u):
1Pef = plf]lloe — 0. (2.9)

These different types of ergodictiy are linked to different functional inequalities which we will
explore in the subsequent chapters.
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3 Spectral Gap

In this chapter we introduce the spectral gap inequality. We explore some of its properties and in
particular its connection to L?—ergodicity and its stability under perturbation and tensoration.
Afterwards we discuss some examples including the one-dimensional XY -model in finite volume.

3.1 General properties

We remind ourselves of Hypothesis 2.15 which assumes the existence of a class of functions A
for which all relevant calculations are well defined.
The first step is to define the inequality:

Definition 3.1: Let £ be a probability generator with carré du champ I'y and a reversible prob-
ability measure p. p is said to satisfy a spectral gap inequality with constant A > 0 if

Var, (£) < ~n[T1(f, )] (3.1)

> =

for any f € A. Var,(f) = p[(f — ,u[f])2] denotes the variance of f under u. The optimal
constant, i.e. the largest X that satisfies the above inequality for all f € A, is denoted by Agap.

The main reason why we are interested in this inequality is its equivalence to (exponential)
L2-ergodicity which we introduced earlier in (2.8).

Theorem 3.2: L and reversible u satisfy a spectral gap inequality with constant A > 0 if and
only if )
[Puf = plf1]]; < Varu(f)e* (3.2)

forallt >0 and f € A.
Proof. This proof is standard, see for example [15, Property 2.4] or [17, Lemma 2.1.4].

First, assume that (3.1) is satisfied. Assume p[f] = 0 which implies u[P;f] = 0 by invariance of
. Define u(t) = Var,(P.f) and observe:

Oru(t) = Oup[(Pif)?] = 2u[(Pef )(LPf)] = —2u[T1(Pif, Pif)]

where we used that P; and £ commute. Now, using the spectral gap inequality we obtain that
u(t) satisfies the differential inequality

Opu(t) < =2 u(t).

And by Grénwall’s lemma: u(t) < u(0)e2* for all t > 0. Using u(0) = Var,(f) yields (3.2).
For the converse statement, assume (3.2) to be satisfied. Assume again p[f] = 0. (3.2) then
reads as

(P f)*] = m[f?] < e ulf?]] — u[f?]

pl(P) < el = P :

for all ¢ > 0. Taking the limit t — 0 yields:

CulPr?)| < Se?ulP)| = awlfeh) < —2nlf]
t=0 t=0

Diving this by —2\ yields the desired spectral gap inequality. O

Before we discuss examples in the next section, we want to present two useful stability proper-
ties of the spectral gap inequality: it is stable under tensoration (i.e. u1 ® u2) and perturbation.

18



3.1 General properties

Theorem 3.3 (Perturbation Property): Assume that v satisfies the spectral gap inequality with
respect to L and with constant A > 0 on the state space E. Let H be a bounded measurable
function and define a new probability measure p™ :

pt (dz) = L @y (dz), (3.3)
Zy

where Zy = [ e Hdy. Then puf! satisfies the spectral gap inequality with respect to the same carré
du champ T'y and with constant iy where Aip = Ae=20¢) for osc(H) = sup, H(z) —inf, H(z).

Theorem 3.4 (Tensoration Property): Assume that p1 and ps both satisfy the spectral gap
inequality with constant A > 0 - respectively with respect to L1 and Lo on the state spaces Fy
and Fo. Then the product measure p1 ® po satisfies the spectral gap with respect to the same
constant A and the generator L1 1+ 1 & Lo.

Before we start with the proof of the perturbation property, let us state a small lemma:

Lemma 3.5: For u'! defined as in (3.3) and any f > 0 measurable we have
e—osc(H)V[f] < 'uH [f] < eosc(H)U[f]‘

Proof of lemma. By the definition of uf, we have Zy = V[e*H]. And therefore

T (s ) [
pulf] = TeHdy < (inf, e 7@) [1dv =e v|f].

The lower bound is analogous. O

Proof of the perturbation property. The proof is standard, see for example |1, Thm. 3.4.1] or
[15, Property 2.6]. It uses the following characterisation of the variance:

Var,n(f) = inf y?[(f—a)?’], feA

a€R?
Using this, the spectral gap inequality for v and the previous lemma twice, we obtain for f € A:
osc(H) 20sc(H)

2 V[Fl(faf)] < \

This is the desired spectral gap inequality. ]

VaI‘uH < ,UH [(f - V[f])2] < GOSC(H)VarV(f) < V[Fl(f’ f)]

Proof of the tensoration property. Again, this result is standard, see [1, Thm 3.2.1] or [15, Thm.
2.5]. We combine the two references.

Fix f: E1 x EFy — R measurable such that p; ® po [f(—ﬁz)f] is well defined and finite for
i =1,2. We observe:

Vary e (f) = (1 @ 2 [f7] = m [p2lf1]) = (1 © p2lf? — p [ua[f17])
= p1 [Vary, (f)] + Vary, (u2[f])

And by the convexity of Var,, (-) and Jensen’s inequality we have:

Var, ou, (f) < p1 ® pz [Varm (f) + Var, (f)}

Here we can apply the spectral gap inequalities for pq, po:

Vitca7) < i ® pa i lF (0] + pal (- £2)1]

— 3@ | FL0 + (L)

This is the desired spectral gap inequality. O
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3.2 Examples

3.2 Examples

We now turn to some examples which satisfy the spectral gap inequality. These extend the
discussions found in Section 2.2.

Brownian motion on the circle

We continue Example 2.19. Recall that we considered £ = % defined on C'*°([0:1]/(0 ~ 1)) and
we computed I't(f, f)(z) = (f/(x))%. Using this, we can show the spectral gap inequality:

Proposition 3.6: The Lebesgue measure p on [0, 1] satisfies the spectral gap inequality as fol-

lows:
1

2
Var(f) < 5 / (f'(z))” dx (3.4)
where f € C*(10:1]/0~1)). This inequality is sharp, hence Xgqp = 2.

Proof. This inequality can most easily be shown by Fourier expansion. To this end, let

VkeZ: ¢p(z) =¥ ¢ (x) = 2mikep(z)

We also need to extend the inner product of L?(1) to complex functions by

1
, = / F@)g(x)da
0

Then we have (¢y, 1), = 6. We expand f in terms of the orthonormal basis (¢)rez:

x) = Zak¢k(w) and f'(x Z 2rikarpr(z); Vk€Z:apeC
keZ keZ

Again, assume that fo x)dx = 0 which translates to ag = 0. This yields the estimate:

Var,(f) = =3 @ (dr )= jarl” "< ZkQIGkIZ

kEZ IEZ kEeZ keZ
11
= oy ARl = 5y 3 S 4R T 0k, ) = g / (f/())da
kEeZ k€EZ I€EZ

Thus we have shown a spectral gap inequality with constant A = 272. This estimate is sharp,
take f(z) = sin(27x):

1 11

Var,(f) = /01 sin?(2nz)dx = 3= 5.2 /01 47% cos? (2 x)dx = %f(f'(x)ydx

Gaussian measures

We continue Example 2.18. Recall that we considered Lf(z) = f”(x) — xf'(z) defined on
A, the smooth real functions which grow slower than polynomials. The associated Ornstein-
Uhlenbeck process admits the standard Gaussian measure 7y as reversible measure and we com-
puted 'y (f, f)(z) = (f’(x)) Using this, we can show a spectral gap inequality:

Proposition 3.7: Let v be the standard Gaussian measure on R, it satisfies the following spectral
gap inequality:

Vary (f) < /R ('(x))*(da) (3.5)

for any f € A. The inequality is sharp if and only if f(x) = ax + b for some a,b € R.
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3.2 Examples

Proof. This result is due to [8] but we adapt the exposition of [4].
Similar to the proof of Proposition 3.6, we need to choose the correct basis for L?(v). Here the
choice are the Hermitian polynomials, (H(z))r>0. We define them via their generating series

2 gk
Go(x) =7 = k;) ﬁHk(x). (3.6)

Hence, Hy(z) = iiGs(ac)!s:O. First, we use this to check that (Hy)y is indeed an orthonor-

mal sequence in L?(y) :

[ et = L2t [ e
Rk:c gx'yx—\/mdskdtée e Ree’ym

s=t=0

1 dk dg 7% f22 (S-Et)Q
= ——— 3 € (& (&
VL dsk dtt s—t—0
1 da
= ————€
VT sk dtt | g

L
- S 0l dsk dl
= VEW n! dsk dt

= Okt

s=t=0

Secondly, we can use this expansion to check that (Hy) diagonalises £. For this we introduce
an additional parameter: Ggg(z) = Ggs(z), hence G4(x) = Gs1(z). Next, we notice that LG, g
is still well-defined for any s, 6. Observe:

And by applying (3.6) to the equation above
~d
£H — =— k:H
S e =-Y A0 —-3 e
Thus, by comparing coefficients, we obtain LHy = —kH}, for all £ > 0.

The desired spectral gap inequality follows immediately from the properties above. Let f € A
with f = ZZOZO ap Hy, for some sequence a; € R for all £ > 0. We then have:

Hi(x)

Var, (f) = S a2 <3 ka? = S (Hy, —LHy) 12y = /R f(~Lf)dy = /R (f'(2)) 4 (de)

Furthermore, the above inequality is sharp if and only if f(z) = aHi(x) + bHy(x) = ax + b for
some a,b € R. [

Using this, we can show that any Gaussian measure satisfies a similar inequality:

Corollary 3.8: The standard Gaussian measure on R%, v%, satisfies a spectral gap inequality
as follows:

Var,ea() < [ |1V
for any f € A2 Furthermore, the inequality is sharp.

Proof. This follows directly from the previous proposition and the tensoration property, Theorem
3.4. O

*Here we have A = AJ? where Ay is the standard algebra associated to the one-dimensional case.
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3.3 One dimensional XY-model

3.3 One dimensional XY-model

In this section we turn to the spectral gap of the XY —model in the one-dimensional case. The
one-dimensional structure allows us to improve Theorem 3.4.

Recall the definition of the XY -model from Definition 2.3. In this section we perceive the
circle as [0,1] /o ~ 1.

Further we restrict ourselves to a one-dimensional lattice so that we can consider A = {1, ..., L}
without loss of generality. The measure of interest then is

il (dw) = —e TRy, (dw),

ZW
where v, is the normalised Lebesgue measure on [0, 1]

First observe that the tensoration property, Theorem 3.4, and Proposition 3.6 imply that our
reference measure v, satisfies a spectral gap inequality - uniformly in A and with constant 27.
Theorem 3.3 actually already tells us that p} satisfies the spectral gap inequality with constant
bounded by inf,, e 205¢(HY) = 2re—4B(L+1) uniformly in 1. This constant decays exponentially
fast in L = |A| which can be improved:

Proposition 3.9: For the setting described as above, the measure ,uX with A = {1,..., L} sat-
isfies the spectral gap inequality with A > %471’6_246. This means that the family of measures
{/‘7{71 L}}neg satisfies the spectral gap inequality uniformly.

Proof. This is a special case of [15, Property 2.7] and we adapt the proof accordingly.

The idea of the proof is to exchange one spin at the time with a uniform spin to apply the
spectral gap inequality of the reference v.

Fix n and fix f € L*(u}), observe:

Var (1) = k4[]~ i 11 = 5 [[ (10) = £@) kit @)

Let us write f(w) — f(@) as a telescoping sum, exchanging one variable at the time:

L L
F@) = f@) =D flory@rrts ) = Flo Wpm1, @ps ) = > Apf(w, @)
k=1 k=1

5:A]€f(w,£:))

And by use of the representation of the variance above:

Va0 (1) = 5 (12} [(Z ar) | < B ) [ZLj @’ e

k=1

The inequality comes from the elementary inequality (Zzzl ak)2 <ndy az which is applied
to ar = Agf(w,w) for fixed w,®.

Now we need to bound (/‘X ® ,L/]\) [(Akf)z] We do this by replacing the spin at site & with
a uniform spin, i.e. it is distributed according to our reference measure v. Formally, we fix
k € {1,...,L} and construct a new measure. First, we decompose the Hamiltonian:

HeMw) = —p Z cos(2m(w; — wj)) “ght -3 Z cos(2m(w; — wy))
0>4,5<k k<i,j<L
li—j]=1 li—j|=1

Observe that ||H" — (H)" + Hzight)Hoo < 4 because we leave out (up to) 4 interaction terms:
two of the k-th spin and the two boundary terms. Now we define two measure on {1,...,k — 1}
and {k+1,...,L}:

1 Hright )

o 1 _ppetey, i _ w
lft(dw) left © e ()dV{l,...,k71}<dw) ght(dw) right © k (dV{kH,...,L}(dW)
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3.3 One dimensional XY-model

where Z'°ft, Zright are normalising constants. By applying Lemma 3.5 twice, we have for any
measurable g > 0:

P (" @ v e i) [g] < (uf @ u}) [g] < (" 0 v o )P g)  (38)

Before we apply this to Ay f, notice that v®?2 [Ak] = 0 where v®? acts on the k-th variable of w
and @ respectively. The spectral gap inequality for v thus yields:

V2 [(8ef)?] < g (6

™

Combining this with (3.8) we get:

(1 @ 13) [(Arf)?] < e (™ @ v @ =) [(Arf)?]
1683 .
< O v s ) (1))
o248
< ﬁﬂﬂ(ﬁfﬁ

We conclude by combining this estimate and (3.7):

8 ,
Var,n (f) < L?MAUV.ﬂ I
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4 Logarithmic Sobolev inequality

Having introduced the spectral gap inequality in the previous chapter, we now turn to the so-
called logarithmic Sobolev inequality. It is an improvement over the spectral gap inequality: it
still satisfies the tensoration property, but instead of L2-ergodicity, it is connected to uniform
ergodicity. Further, it implies the spectral gap inequality. The only downside is that it is more
technical and much harder to prove in explicit examples - even in the Gaussian case.

In this chapter we introduce the logarithmic Sobolev inequality and prove its aforementioned
properties before we discuss some examples. We also discuss the Bakry-Emery criterion which
can be conveniently used to show the logarithmic Sobolev inequality.

4.1 General properties

We remind ourselves of Hypothesis 2.15 which assumes the existence of a class of functions A
for which all relevant calculations are well defined.

Before we can define the logarithmic Sobolev inequality, we need to define the entropy of a
function. Physically, entropy is used as a measure for disorder. In the following, let £ be a
Markov generator with carré du champ I'y and p a reversible probability measure.

Definition 4.1: For measurable f > 0 define its entropy with respect to p:

Enty(f) = plflog f] = pulf]log pulf],

provided the integrals exist. We also define the (relative) entropy of another probability measure
v with respect to p by:

Ent (@> j <
Ent(u\,u) — n B\ du Zf v M
00 else

Remark that we make use of the convention 0log(0 = 0. Here are some very basic facts about
the entropy:

Lemma 4.2: The following hold true of Ent,:
1. Positivity: Ent,(f) > 0 with equality if and only if f is constant.
2. Homogeneity: Ent,(vf) = vEnt,(f) forv > 0.
3. Ent(v|p) = p {g—z log g—ﬂ =v [log g—;} if v << p.

Proof. 2 and 3 follow directly from the definition of Ent,. For 1, let ¢(x) = zlogz. ¢"(x) =
i > 0, hence ¢ is strictly convex and Jensen’s inequality reads

plflog f] = plo(f)] = o(ulf]) = plf]log[f]

with equality if and only if f is constant. Rearranging yields the desired statement. O

Having defined the entropy, we can introduce the logarithmic Sobolev inequality.

Definition 4.3: u satisfies a logarithmic Sobolev inequality (abbreviated LSI) with constant
0 < a < oo with respect to L if

Ent,[f%] < 20p[T1(f, f)] (4.1)

for any f € A. The optimal constant arg, i.e. the smallest o which satisfies the above inequality
for all f € A, is called the logarithmic Sobolev constant.
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4.1 General properties

It is not obvious why there should be any measure satisfying such an inequality. Unfortunately,
even the simple examples - Markov chains on {0, 1} and the standard Gaussian measure - have
rather complicated proofs. Therefore we adjourn the examples to the next section and discuss
some general properties of logarithmic Sobolev inequalities instead.

An important property of LSI is its stability under tensoration and perturbation. The proofs
are very similar to the corresponding proofs for the spectral gap inequality, Theorems 3.3 and
3.4, albeit more technical.

Theorem 4.4 (Perturbation property): Assume that v satisfies a logarithmic Sobolev inequality
with respect to L and with constant o < oo. Let H be a bounded measurable function and define
a new probability measure p* :

1
p(dz) = ——e T @y (da),
Zu

where Zy = [ e Hdy. Then puf! satisfies a logarithmic Sobolev inequality with respect to the same
carré du champ Ty and constant bounded by ae?***®) . Recall osc(H) = sup, H(x) — inf, H(z).

Theorem 4.5 (Tensoration property): Assume that py and pg satisfy a logarithmic Sobolev
inequality with constant a < 0o - with respect to two generators L1 and Lo on the state spaces F
and FEy respectively. Then the product measure 1 @ po satisfies a logarithmic Sobolev inequality
with the same constant o and with respect to L1 ® 1+ 1 @ Ls.

The proofs of these two theorems are based on the following variational formulas for the
entropy:

Lemma 4.6: (Variational formulas for the entropy) For a probability measure p and f > 0 such
that Ent,(f) is well defined, we have the following variational formulas:

Ent,(f) =sup {u[fq] : g measurable with pled] =1}
Ent,(f) = inf {u[flog L — f+1] :t >0}

Proof of the lemma. This formulas are mentioned in [1, Chapter 1.2] and in the proof of [1,
Thm. 3.4.3] and we prove them here. Fix f and without loss of generality let p[f] = 1. For the
purpose of the proof denote

Enty,(f) = sup {u[fg] : g measurable with pled] =1}
Ent**(f) = inf {u[flog 4 — f+1t] 1t >0}

Clearly we have Ent,,(f) < Enty,(f) by choosing g = log f. For the converse inequality we need

the inequality uv < ulogu — uw + € which is valid for all v € R and » > 0. This inequality can

be shown by observing that the function ¢, (v) = €” — u + ulogu — uv has a global minimum at
logu and @, (logu) = 0. With this inequality we get, assume pfed] = 1:

plfgl < plflog fl — plf] + plef] = Ent,(f).

This completes the proof of Ent,,(f) = Ent},(f).

Regarding Ent)"(f), we consider the function ¢(t) = u[ f log% —f+ t] and observe that it
achieves its global minimum at ¢t = p[f]. By using p[f] = 1 we get:

Ent,"(f) = ¢¢(ulf]) = plflog f] = Ent,(f)
This completes the proof of the lemma. ]

Proof of Theorem 4.4. This theorem is standard and can be found as [1, Thm. 3.4.3] or [15,
Property 4.6]. Fix f € A with f > 0. We make use of the second variational formula of Lemma
4.6

Ent,(f) :%E(f){u[flog% —f+t]}.
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4.1 General properties

The advantage of this formula is that for any fixed ¢ > 0 we have g;(z) = xlog ¥ —x +¢ > 0 for
any x > 0. This is true because g; achieves its global minimum at = ¢ and g;(¢t) = 0. This
allows us to apply Lemma 3.5 to uff [gt( f)], note that it would not be possible to apply the

same lemma to u[ flog ﬁ] because xlogx # 0. Using the lemma twice and the logarithmic
Sobolev inequality for v once, we obtain:

Entyr(f) = inf " [91(N)] < e inf v [gu(£)] = e Enty (f)
< 2aeosc(H)l/ [Fl(fl/2, f1/2)} < 2a62osc(H)MH [Fl(fl/2, f1/2)] _
By replacing f with f2 we obtain the desired inequality. O

Proof of the tensoration property. Again, this theorem can be found as [1, Thm. 3.2.2] or [15,
Thm. 4.4]. We follow the former reference.

Fix f: By x E3 — R measurable, f > 0 such that f(—£L;)f,i = 1,2 is well defined. Now let
g: E1 x Fy — R such that pu; ® psled] = 1. Define

91 :g—log/egd,ul; g2 :log/egdul.

We then have g = g1 + g2 and p1[e9'] = 1 as well as uaf[e92] = 1. Using the first formula of
Lemma 4.6 we obtain:

i @ po[fg] = p2 [ lfar]] + p[palfgal] < m @ po {Entm (f) + Entm(f)]

And by taking the supremum over all admissible g:

Ent,LL1®/,L2 (f) < M1 & 2 |:Ent,ul (f) + Ent,uz (f):|

We replace f by f2 and apply the logarithmic Sobolev inequalities for iy and pg to this expres-
sion:
Enty,eu, (%) < 20 1y @ pa[f(—L1) f + f(—L2) ],
which is the desired inequality. O
To conclude this section we once again comment on the similarity between the spectral gap

inequality and the logarithmic Sobolev inequality. We confirm these similarities by proving that
any measure satisfying a logarithmic Sobolev inequality also satisfies a spectral gap inequality.

Theorem 4.7: Assume p satisfies a LSI with respect to I'y and constant o > 0. Then p satisfies
a spectral gap inequality with constant A and \ > é

Proof. We follow the approach of [15, Thm. 4.9].
Fix f € A bounded. Without loss of generality, we assume ,u[ f] = 0. Because f is not a
non-negative function, we cannot apply the LSI straight away. Instead we consider the function

g: =1+¢f,

with ¢ > 0 small enough for g. to be positive. Notice that I'1(g., g-) = €2T'1(f, f). We now
apply the LSI to g2 which reads as follows:

pl2(1+ef)?log (L +ef)] < 2aeu[L1(f, f)] + n[(1 +ef)?u[2log (1 +ef)] (4.2)
We expand the inequality above in powers of € by using

pl(L+ef)?log (1+ef)] = p[(L+ef)*(cf — 577 + O(E?))]
= plef] +%62u[f2] +O(%).
=0
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4.2 Examples

And similarly p[(1+ef)?|p[log (1+ef)] = e2u[f?]+O(e?). After dividing by €2, (4.2) becomes:

3u[f?] + O(e) < 2al1(f, f) + n[f?*] + Oe)
By letting € — 0, we read off [fz] < al'1(f, f) which is the desired spectral gap inequality. [J

Remark 4.8: We have shown that the logarithmic Sobolev inequality is stronger than the
spectral gap inequality. In fact they are not equivalent: Consider the family of measures on R
given by
pa(dz) = Zl(le""”adx,

where a > 0 and Z, = [ e~ 1®I*dz. [1, Cor. 6.4.5] shows that p, satisfies a logarithmic Sobolev
inequality if and only if @ > 2 and a spectral gap inequality if and only if @ > 1. In particular
{tta;1 < a < 2} satisfy a spectral gap inequality but not a logarithmic Sobolev inequality.

The proof of this result is not easy and we will not carry it out. The statement about
logarithmic Sobolev inequalities is based on Theorem 5.11 and the statement about the spectral
gap inequality uses similar techniques.

4.2 Examples

In this sections we prove some logarithmic Sobolev inequalities. Of special interest is the proof
of the inequality for the standard Gaussian measure. Instead of following the historic approach
by Gross [14], we present a proof which will be the basis of the curvature criterion introduced
in the next section.

Gaussian measures

Without further ado, we present the LSI for the standard Gaussian measure.
Theorem 4.9: The standard Gaussian measure v on R satisfies the logarithmic Sobolev inequal-
ity (4.1):

Ent (1) < 2 / (f'(2)*y(ds), feA (4.3)

R
This inequality is sharp, achieved by f(x) = e, X\ € R and therefore arg = 1.
Remark 4.10: This justifies the factor 2 in the definition of the LSI (4.1).

We follow the approach which can be found in |1, Chapter 5.2]. We need one lemma regarding
the semi-group of the Ornstein-Uhlenbeck process. This lemma will later be replaced by 4.22.

Lemma 4.11: We have the following representation of the semi-group (P;)i>o0 of the Ornstein-
Uhlenbeck process:

Puf(@) = [ (4 VT ) (dy), (14)
R
for f € A. In particular, this yields
2 Pf(a) = P (@), (4.5)

Proof of Lemma 4.11. This lemma can be found in |1, Chapter 2.3].
Because we introduced the Ornstein-Uhlenbeck process via its generator £ = % — :c%, we

need to check that lim;_,q P”:;f = Lf for f € A, hence fix f € A.

For z € R, we approximate f(e~tx + z) by its Taylor series:

fle™ta+2) = fle™ta) + 2f (e 7ta) + 52 () + O(1:P)
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And hence:
H( [t VI=SEy i) - 1)
:1</R (f(e7t2) — f(z)) + V1= e 2tf (e ) 2 — e_zt)yzf”(e_ta:)v(dy)> + O(t?)

t

We use that [yy(dy) =0 and [ y?y(dy) = 1 to simplify the above expression

e~ty) — f(x —e
1(/Rf(€t$+ 1 — e=2ty)y(dy) — f(w)> -9 fe 2 (e tz) + Ot ?).

t t 2

Here we can take the limit ¢ — 0 to obtain

ti 7 ([ 1t VIt - f(0)) = Gl )|
— o) + (0.

This proves (4.4). (4.5) follows immediately from this representation

dl—e2 o
Bl —tz)
Ta e e

d d

TRS@) =3 [ (VTP y)(y) =R @),

O

Proof of Theorem 4.9. This proof is the content of [1, Chapter 5.2|. In the following, let f € A
with f > 0. We first need to make the qualitative observation

t—o00

Ent,(Prf) =5 0. (4.6)

There are two ways to check this: On the one hand, we could just invoke Lemma 4.11. To avoid
this lemma which is specific for this process, we appeal to Theorem 3.7 and Theorem 3.2 which
tell us that P;f converges in L?(7) to ¥[f], hence also in distribution which implies 4.6.

This allows us to write:

Ent,(f) = Enty(Pof) = / Os[Ent. (P f)]d / /8 [Ps f log Ps f]dvyds,

where we assume v[f] = v[Psf] = 1, without loss of generality by the homogeneity of the
entropy, Lemma 4.2.

Remembering that 0;Psf = LPsf = PsLf and v[g(—L)h] = v[¢'h'], we continue with the
computation:

—/0 /Ras[PsflogPsf]d’yds: —/0 /IR(1+logPSf)£Psfd7ds
_ / / 0u[1 + log P, (x)] - 0[P f ()] (da)ds

/ / (0P f (d:c)ds

Remark that this quotient is well defined y—almost-everywhere. Further, it is nonnegative, as
Ps is positivity preserving. We are now at the point to apply Lemma 4.11:

(OuPsf(2))? _ 5e (Puf'(2))?

Pf(x) ©  PJf(a) 4.7
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4.2 Examples

Furthermore, we apply the Cauchy Schwarz inequality:

/x 2 / 2 12
e 26_25P5;<x>Ps<fffT ) W (f> (@

Combing all of the above, we arrive at the final estimate:

00 2 o]
Ent,(f) §/0 /Re_2513S <ff> dyds :/0 e 25y P,
- 00 os f/2 —1 ﬁ
Lo sl

where we used the P invariance of .

Lastly, we apply the above estimate to f? to obtain Ent.(f?) < 2[f"?] which completes the
proof. O

f;] ds

It is evident that the only time we actually used some specific information about (P;):>0 is
when we commuted Ps and 9, in (4.7). In the next section the curvature criterion allows us to
replace precisely this equation.

As a corollary, we can immediately derive that the standard Gaussian measure on R? satisfies
a logarithmic Sobolev inequality:

Corollary 4.12: The standard Gaussian measure on RY, namely v*?, satisfies a LSI:

Ent7®d(f2) < 2/ ‘Vf‘Q dn®d
Rd
Proof. This is precisely the product property of logarithmic Sobolev inequalities. ]

Brownian motion on the circle and XY -model

Besides the Gaussian measure, another measure satisfying a logarithmic Sobolev inequality is the
Lebesgue measure on [0, 1] with respect to the generator Lf = f” defined on A = C,.([0, 1]),
the periodic smooth functions.

Theorem 4.13: The Lebesque measure v on [0,1] satisfies the logarithmic Sobolev inequality

1
Bt < 5 [ (F@) e, e G0,

We prove a more general statement later, namely Proposition 5.10. For this statement with
the optimal constant, see [4, Prop. 5.7.5].
Nevertheless, we can already mention a consequence for the XY -model:

Corollary 4.14: The XY -model the finite volume A € Z% satisfies a logarithmic Sobolev in-
equality uniformly in the boundary condition:

1 A 2
Ent;LX(fQ) < 277(2685‘ |N7\[(Vf) ]’
for any differentiable f, any boundary condition 7.

Proof. This follows directly from the perturbation and tensoration properties of logarithmic
Sobolev inequalities, Theorems 4.4 and 4.5. [
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4.3 Decay of the entropy

4.3 Decay of the entropy

In this section we assume an additional property of I'1: we assume it to satisfy the Leibniz rule.
This has several nice consequences, in particular the entropy decays exponentially fast. We also
present the Herbst argument which links logarithmic Sobolev inequalities to a concentration of
measure phenomenon.

We say that I'y satisfies the Leibniz rule if

Li(f,gh) =T1(f,9)h +T1(f, h)g. (4.8)

This is for example the case if T'1(f,g9) = f'¢g’ for f,g € C2(R). We use this to derive the
following property of I';:

Ti(f,9") =T1(f, 9" g +Ti(f,9)g" ' = T1(f, g)ng" "

by induction. This can be lifted to analytic functions in the following form, |15, Lemma 4.12]:

Li(f,6(9) =T1(f,9)¢'(9) (4.9)

for any analytic ¢ and f,g € A. We use this multiple times in this and the following section.
Under this additional assumption we obtain the exponential decay of the entropy:

Theorem 4.15: Assume that i satisfies a logarithmic Sobolev inequality with respect to L with
constant o.. Assume additionally that I'y satisfies the Leibniz rule. We then have

Ent,(Pf) < e & Ent,(f), feAf>0,
for any t > 0.

Proof. This statement is part of Gross’ integration lemma, as formulated in [14]. We discuss the
general version of the integration lemma shortly after. The proof can also be found in [1, Thm.
2.6.7][4, Thm. 5.2.1].

Combining (4.9) and the logarithmic Sobolev inequality reads as follows:

u[PED) a2, 7)) > 2, ), (110)

for any g € A with g > 0. We use this to derive an inequality for %EntM(Pt f), assume without
loss of generality p[f] = 1:

%Entu(Ptf) = / %(Ptf) log(Pif)dpu = /(1 +1log(Pef))L(Pf)dp = /log(Ptf)E(Ptf)d,u
= _/Fl(Ptf7logPtf)du = —/W

d

pr
2

< _EEntu(Ptf)

where we used (4.10) and (4.9), applied to I'i(g,logg) for ¢ = P,f. Gronwall’s lemma now
yields:
2t 2t
Ent, (P f) <e oEnt,(Pyf) =e «Ent,(f),

which is the desired statement. O

This exponential decay of entropy implies the convergence to equilibrium in a strong sense,
namely with respect to the total variation distance. We follow the exposition of [4, p.244]. For
two probability measures pu, v

| —vlry = Sup lu(A) —v(A)|
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4.3 Decay of the entropy

is called the total variation distance. The supremum ranges over all measurable sets A. Further,
Pinskers’s inequality links the total variation distance to the entropy

1
I = vilpy < SEnt(vlp) (4.11)

With these statements we immediately obtain the following corollary from the previous theorem:

Corollary 4.16: Under the assumptions of the previous theorem: Assume we are given v(dx) =
p(x)dx and assume that Ent(v|p) < co. For vy = vP; we then have

I
lve = pllrv < N Ent(v|p),

forallt >0

Proof. This follows from Theorem 4.15 and (4.11) by observing that v;(dx) = P;p(x)u(dz):
1 1 =z
e — pllFy < S Ent(v]u) < Je” = Ent(volu)
U

Next we present a version of Gross’ integration Lemma [14]|. This characterisation is key to
proving uniform ergodicity of the dynamical XY -model later. Note that for this statement we
do not need assume that I'; satisfies the Leibniz rule.

Proposition 4.17 (Gross’ integration Lemma): A reversible probability measure u satisfies a
logarithmic Sobolev inequality with respect to a semi-group (Py); with constant a > 0 if and only

if for all 1 <p < oo and allpgng(t,p,oz):1—|—(p—1)6% we have for all t >0
1Pllpg < 1.

Remark 4.18: This property is called hypercontractivity: namely above P: is hypercontractive
with contraction function q(t,p, ), [1, Def. 2.7.1].

Proof. We keep the proof brief by leaving out lengthy computations of derivatives, see [15, Thm.
4.1] for more details and |1, Thm. 2.8.2] for a concise presentation.

Fix o, p and f € A with f > 0, abbreviate ¢(t) = ¢(¢, p, &). The key to the proof is to consider
the derivative of ®(t) = log || P; f|4(:)- One can compute

d oo q'(t) ¢*(t)
a®=p Q /
t () [(Pef)10] q'(t)
Assume first that || P/, < 1 holds and choose p = 2. We then have
e®D = ||Pifllge < Ifll2 = [ Pofllz = ™. (4.13)

Entu((Ptf)Q(t)) +

u (PO L] ] (4.12)

This entails that %e‘i)(t)‘tzo < 0 which in turn implies ®'(0) < 0. We evaluate (4.12) at ¢t = 0,
q(0) =2 and ¢'(0) = 2:
4(15[]02] Ent, (f?) + ?H[fﬁf]] = mj[fg] [Entu(fQ) — 2ol (f, f)} <0

This yields

Ent,, (f?) < 2au[T1(f, f)],
which is the desired logarithmic Sobolev inequality. The other implication holds true as well:
one can show, [1, Lemma 2.8.1] that a logarithmic Sobolev inequality implies that

¢*(t)
q'(t)

which in turn implies (4.13). This is the desired estimate || ||, 4 < 1. O

Ent, ((Pf)"") + L2 [(PAY1 O LR f] <o,
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4.3 Decay of the entropy

To conclude this section, we present one more consequence of the Leibniz rule for I'y: it links
the logarithmic Sobolev inequality to a concentration of measure inequality.

Theorem 4.19: Assume that p satisfies a logarithmic Sobolev inequality with respect to L with
constant a.. Assume that T'y satisfies the Leibniz rule. Then for all f € A with [|[T1(f, f)|lec <1
we have®

n({If = ulf)l > r}) < 2e7 5,

for all r > 0.

Proof. This is a combination of [1, Thm. 7.4.1] which discusses the special case of R™ and [15,
Exercise 4.8|.

Denote H(\) = ,u[e)‘f ] the Laplace transform of f. We apply the logarithmic Sobolev in-
equality to e

Ent,(eM) = u[)\feAf] - ,u[eAf] logu[e/\f] = AH'(\) — H()\) log H(\)

S 20{/P1(€

Here we can use (4.9): Fl(e%f, e%f) = )‘TQI‘l(f, f)eM. The above inequality hence becomes

>

7 e )du

M) = B og ) < 52 [ 15, e < DDl oy < Sy,

by using our assumption ||I'1(f, f)|lcc < 1. Rearranging this differential inequality for H(\):

H'(N\)  logH(N)
MH'(A) A2

«
< =
-2

Defining K(\) = w for A > 0, this is equivalent to

K'(\) < % (4.14)
Further, we observe by I’'Hopital’s rule:
: . loguleM] L p[feM]
lim K(\) =1 =1 =
R T Y

This allows us to obtain an estimate for H(\) by using (4.14):
A « A2Q
K(\) — K(0) _/ K'(s)ds < Ay = H(\) <e 2Huld] (4.15)
0

The desired statement now follows from an application of Markov’s inequality:

(o] 7'2
H({f i M[f] > 7“}) < )i\I;f[;H()\)e_)\re_)‘M[f] < )i\r>1f(;€_>\r+>‘25 R

Using the same inequality for —f yields the desired statement.

3This requirement is for example satisfied when 'y (f, f) = |V f|> on R™ and f € C'(R") is Lipschitz continuous
with Lipschitz constant < 1.
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4.4 Curvature criterion

In this section we introduce the curvature criterion which implies the logarithmic Sobolev in-
equality for a large class of measures. It is essentially a generalisation of the proof of Theorem
4.9 where the criterion replaces Lemma 4.11. Throughout this section we need to assume that
I'; satisfies the Leibniz rule, just like in the previous section.

This criterion was introduced in [2| by Bakry and Emery and is often called the Bakry-Emery
criterion as well.

Before we can introduce the criterion, we need a definition:

Definition 4.20: For a generator L with carré du champ I'y, we define the iterated carré du
champ

Ca(f, f) = 3 [E01( 1) = 204(f, £0)]
for f e A.

We can now introduce the curvature criterion:
Definition 4.21: L satisfies the curvature criterion (denoted (CC)) with constant o > 0 if

Ca(f.£) > ~Ta(f, ) (4.16)

for any f € A.

Here is a characterisation of the curvature criterion:
Proposition 4.22: Condition (CC) is satisfied if and only if

Ty (Pf, Pf) < e o' PTy(f, ), (4.17)

for allt >0 and oll f € A.

Proof. This is |15, Thm. 4.15] and we follow their proof. Check [1, Chapter 5.4] for slightly
different characterisations with similar proofs.
We first assume that (CC) is satisfied, fix f and consider the function

2
F(S) = eQSPtfsrl(PSfa Psf) (418)
for s € [0,t]. We compute the derivative of F:

d 2 d

%F(S) = egsiDt—S <arl(Psfa Psf) - EFI(Psfa Psf) + dSFl(PSf?PSf>>

— ezspts<2F1(Psf7Psf) _['FI(PsfaPsf) +2F1(Psfaﬁpsf>

:2628Pt_5(irl(Psfa-Psf)_F2(P5f’P5f)> SO

<0

by our assumption (4.16). This means that F is a decreasing function, in particular £'(0) > F(t).
This reads as )
F(t) = ex'T\(P.f, Bif) < BT1(f, f) = F(0),

which is (4.17).
For the converse statement, assume (4.17) to be satisfied. This entails that for any ¢ > 0 we
have:

_24

1

LRI ) - T (RSP = SR )+ [PT ) - T (RSP 2 0
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4.4 Curvature criterion

and taking the limit ¢ — 0 yields:

i LRy (7, ) = 207
fing 3 [P (£, 1) = TP ) = B 35 (PUE() - £(0P))
-t (Rr£r) - (maER) )
_ {d<Pt(ﬁ(f2)) _L((BS?)
dt 2 2
—fﬂfﬁﬂ+%BfK£BfO]tO
= SLP) ~ L(FED) ~ L(LS) + (L) + FL2F
= 2T5(f,f)
In total we get that
2040 +Talf ) 20,
which is the condition (CC). O

The reason why the curvature criterion is useful for us is the following theorem: it implies a
logarithmic Sobolev inequality for the reversible measure under some mild assumptions.

Theorem 4.23: Let L be the generator of the semi-group (P;)i>o. Assume that the carré du
champ Ty satisfies the Leibniz rule and let j be reversible. Assume that the semi-group is weakly
ergodic (2.7). Then the curvature criterion (4.16) with constant o implies that p satisfies a
logarithmic Sobolev inequality with the same constant:

Ent,(f*) < 2au[T1(f, f)],
forall f € A.

Proof. We follow the presentation of [15, Thm. 4.16], an alternative presentation can for example
be found in [1, Chapter 5|. As mentioned before, the proof is very similar to the proof of Theorem
4.9.

Before we start the proof, we need to make some observations about I';. The first one is
general, namely I'y satisfies a Cauchy-Schwarz inequality

T1(f,9) <Ti(f, £)Y?T1(g,9)"/2

This follows from its bilinearity and the fact that I';(f, f) > 0. The second observation is a
consequence of the Leibniz rule that we have seen before, recall (4.9):

Ti(f,6(9)) = T1(f,9)¢(9),

for any analytic ¢ and f, g € A.
Without loss of generality, let A 5 f > 0 with u[f] = 1, we start again with the qualitative
observation:
Ent,, (P, f) =% 0,
due to our assumption of weak ergodicity and the dominated convergence theorem. This allows
us to write

*d
Ent,(f) = —/0 %EntM(Psf)ds. (4.19)
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4.4 Curvature criterion

We compute the derivative:

—%Entu(Psf) = —p[LPs(f)log Psf| — n[L(Psf)] = —p[LPs(f)log Py f]

= M[Fl(fa Ps(log Psf))]

where we further used that P is a symmetric operator on L?(y). We estimate this by use of the
Cauchy-Schwarz inequality for I'; and p respectively:

1/2
e Pog 2] < | 2L e (2o ) Patog )|

<u [Fl(fff)] ” [frl (Py(10g P, f), Py(log Psf))}

We use Proposition 4.22 to estimate the second term:

1/2

[ fT1(Ps(log Psf), Ps(log Psf))] < p[fPsT1(log Psf,log Psf)]
— e~ u[(Pf)T1 (log Puf,log P f)]
= ¢ a*u[T1 (Pof. log P.f)]
= e~ a*u[T1(f, Po(log P.f))]

where we used the symmetry of P; twice and (4.9) once. In total we have shown the estimate

Fl(fvf)

f

and by observing that f~'I'(f, f) = 41 (f'/2, f1/2), again by (4.9), we obtain

1/2

L 1/2
u[rl(f,PsaogPsf))}ge—am[ ] p[T1(f, Ps(log P f))] 7,

p[T1(f, Ps(log Pof))] < de™aTy (f1/2, f12).

We recall that the left-hand side of this inequality was —%EntM(Ps f) and thus by plugging this
estimate into (4.19) we get:

Ent,(f) < /OOO 4e=a Ty (f1/2, f112)ds = 20T (F112, £12)

This is the desired logarithmic Sobolev inequality. 0

This theorem allows us to quickly check logarithmic Sobolev inequalities as the following result
shows:

Theorem 4.24: Let ® € C*(R") and assume that [ e~*dz = 1. Define the generator
Lf=Af-V® V[,

for f € C2(R™). Then p(dx) = e~ *@dz is reversible with respect to L. If additionally

Hess(®) > —1

Qlm

as quadratic form for some o > 0 where Hess(®) is the Hessian, then p satisfies a logarithmic
Sobolev inequality with constant «, i.e. for any f € C2(R"):

Enty (%) < 20|V £1?]
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4.4 Curvature criterion

Before we start with the proof let us state a corollary which yields a logarithmic Sobolev
inequality for a wide class of measures on R".

Corollary 4.25: This theorem still holds when ® is replaced by ® + U where U is a bounded
function. The constant of the inequality changes to ae205¢(U).

Proof. This follows from the theorem and the perturbation property of logarithmic Sobolev
inequalities, Theorem 4.4. O

Proof of the Theorem. This theorem again goes back to [2] and is one of the most prominent
application of the curvature criterion. It can also be found in [1, Cor. 5.5.2] and [15, Exercise
4.18]. Its proof consists of checking reversibility of u and checking Theorem 4.23 for p to satisfy
the desired inequality.

We start by checking the reversibility of p, let f,g € C2(R"™) and by partial integration:

- d*g _ dg d® _
[ o= 3 [ (sget s e Jas
=1 7 7 7
- G dy o, & A A 4D,
- d
;/( dxz dxz + dﬂ?zgdﬂjze dg(;l dl‘z X

—/Vf-nguz /(ﬁf)gdu

Hence p is reversible. A computation similar to Example 2.18 and the above shows that

I'(f.g) =Vf-Vg.
Next, we want to compute T'a(f, f):

n 2 2
Do(fof) = < dd Cj; ) +(V/,Hess(®)V f) (4.20)
ij=1 J

Assume that (4.20) holds true. Due to our additional assumption we then have

To(f, f) = (f, Hess(@)Vf) > o[V [ = al'(f, f),

which means that the curvature criterion (4.16) holds with constant «. Let us prove (4.20), we
compute:

LTi(f, f) = E(!Vf\Q)

(i) Zjidii(;‘iﬂ)z

n 2 n 2
df df do
=2
Z (dmld:c]> Z dxj dm dxj Z dxj dzidxj dz;’

i,j=1
df d 2f df do
Li(f, Lf) = Zda:zda:Z(z::clx?_oh:jcle)
"df  d3f “df dAf dd <~ df df d*®
_Z _Z Y

. A2 . . . )
) dx; dxzdxj y dz; dx;dx; d:vj by dx; dv; dr;dx;
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4.4 Curvature criterion

and by definition I's(f, f) = %[ﬁfl (f, f) —2T'1(f, [,f)}, we relabel some indices:

l\.')\r—t

[LT1(f, f) — 2T1(f, Lf)]

2f \? & df B " df  d2f do
L <dl’idl"> + Z dr; doldr; Z %dwida}- dx;
J i,j=1 J 7 J ij=1 J J

Z7J:

df d3f Z": df  d%f do z":idf d2®

= df x]dx dx] dxjdx; d@ ) dx; dv; dxjdx;

Z”: d2f ” df df d*®
5 dx;d 5 da;] dx; dxjdz;
Z (d s ) f Hess(® )Vf>
i,7=1 J

This proves (4.20).
The last requirement of Theorem 4.23 which we need to check is that (P;); is weakly ergodic.

This follows from the subsequent proposition, 3, Prop. 2.2|, and the fact that we have I';(f, f) =
|V f]? in our case. O

Proposition 4.26: Let L be a generator and p a reversible probability measure. Assume that
all invariant functions, i.e. functions with P;f = f, are contained in A and the only functions
g € A with T'1(g,g9) = 0 are the constant functions. Then the associated semi-group (Py); is
weakly ergodic.

Proof. For the proof of this proposition we refer to |3, Prop. 2.2], it uses a spectral decomposition
of L. [

Remark 4.27: Here we want to remark that the computation in Theorem 4.24 can also be done
on a compact Riemannian manifold (M, g). One can then compute for the Laplace-Beltrami
operator £ = Ay:

Di(f. ) =g (VL V), Ta(f. f) = Ric(Vf,Vf) + [[Hessf|[3,

where Ric is the Ricci tensor. Furthermore, because we assume M to be compact there exists
p € R such that Ric(Vf,Vf) > pI'1(f, f). Hence A, satisfies the curvature criterion if p > 0.
This is for example the case for the n—spheres (S*~!,n > 3) where p = n. Details can be found
in [1] and [4].

To conclude this section we want to show that a slightly weaker assumption than the curvature
criterion implies a slightly weaker inequality, namely the spectral gap inequality. We have the
following characterisation:

Theorem 4.28: Let L be a generator and pu a reversible probability measure. Assume that the
semi-group is weakly ergodic and let X\ > 0. The following statements are equivalent:

(b) Vf € A: Var,(f) < xuli(f, )]
Proof. This is [1, Prop. 5.5.4] and we follow their proof.

Assume that (a) is true and fix f € A. Our assumption of weak ergodicity yields:

Var,(F) = n[Ro(£)?) = Jim PP == [ 7 SR Pdsd

t—o00
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4.4 Curvature criterion

Further we have d%Ps(f)Q = 2(Psf)L(Psf), hence:

Var,(f) = —2 /O h / (Puf)L(P.f)dpds = 2 /0 T TP Bf)] ds (4.21)
=U(s)

For ¥'(s) we observe:

(s) = 2 / (Puf)C2(Pyf)dp = 2 / T\ (Puf, LP,f)dp — / L(T1(P.f, P.f)dy

=0

S / To(P.f, Puf)dp
< _2)\/F1(Psfa Psf)d/‘ = _2)‘\1’(8)

where we have used our assumption (a). Grénwall’s lemma implies ¥(s) < e=2*W(0). Plugging
this into (4.21) we get:

Var,(f) = 2/000 U(s)ds < /OO 2e" 22 dsW(0) = %u[f‘l(f, ]

0

This is the desired estimate.
For the converse implication, assume (b) to be true and fix f € A. With the reversibility of u
we obtain:

u[Ca(f, )] = 3u[L01(f, )] = p[L1(f. £H)] = —u[Di(f, £F)] = p[(£f)?]
And with u[f],u[ﬁf] = 0 we observe:
wDL(f, D] = u = fL6)° = u[(f — ulf) £F]? < Varu(Hu[ ()7,

where we used the Cauchy-Schwarz inequality. Using M[(E f)2] = M[PQ( L f )} and our assump-
tion (b) we obtain:

2
p[01(f, ] = AVar,(fu[T1(f, f)]
Dividing this inequality by Au [I‘l( i )] yields the desired spectral gap inequality. O

38



5 Logarithmic Sobolev inequality in infinite volume

We recall the setting: In this section we want to perceive the circle as [0:1]/0 ~ 1 = Qg where v
denotes the Lebesgue-measure on [0, 1] as reference measure. We work with the d-dimensional
lattice Z?, the space of infinite configurations is denoted by Q = QOZd. Fa denotes the Borel-o-
algebra on Qé\, implicitly F, is embedded in F = F,q4. For a measurable function f: Q@ — R,
A(f) is the smallest subset of Z¢ such that f is F, A(f)-measurable.

The Hamiltonian of the XY -model is

Hy(wanae) = =B Y cos(2m((wanac)i — (wanac);))

i€M,jezs
ji—71=1
=-3 Z cos(2m(w; —w;)) — B Z cos(2m(w; — n;4)),
ijen €A, jEA®
li—jl=1 li—jl=1

where w € Q) for A € Z and n € Q is the boundary condition. The associated Boltzmann

measures are given by

e—Ha(wanae)
Zpn

where ZX is an appropriate normalising constant. We want to perceive the ,uX as kernels which
we can concatenate with each other and with measures, compare to Lemma 2.5. The measures
on §) that we are interested in are the associated Gibbs measures, we denote them by 7 - see
Definition 2.6.

For later convenience, we further decompose the Hamiltonian:

i () = va(de)

Hp(wanae) = —p Z cos(2m(w; — wj)) —p Z cos(2m(w; — n;5)) (5.1)
ijeA €A jeA®
li—j|=1 li—j]=1
:=Up(w) =Wa(wanac)

This is to say that Uy are the interactions between spins in A and W, are the interactions
between spins in A and spins in A€,

5.1 One dimension

The goal of this section is to show a logarithmic Sobolev inequality for the one-dimensional
XY-model for all 5§ > 0.

Our goal is the following:
Theorem 5.1: The Gibbs measure w of the XY —model on 7Z satisfies a logarithmic Sobolev
inequality.

The proof of this theorem is long and requires the entire section. It follows a general scheme
which is used to prove logarithmic Sobolev inequalities, we follow its presentation in |15, Chapter
5.2]. We leave the spaces on which the measures and kernels are defined in this proposition

implicit because it works in a more general setup. Nevertheless, we assume that the carré du
champ that we are interested in is I'1(f, f) = |V f|%.
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5.1 One dimension

5.1.1 The general scheme

Proposition 5.2: Assume we have a probability measure u and an auxiliary probability kernel
E¥“(-) so that the following conditions are satisfied for some & < oo and some & € (0,1):

(C1) pE=p.

€0 ety </
(€3)  pl|VVEISIP] < RulIVV 7).
Jo= f . B
(C4) {an B we then have nh_)rrgo fn = n[f].

for all f € A, compare to Hypothesis 2.15. Then u satisfies a logarithmic Sobolev inequality as
follows:

Bnty(f) < 25 [V V7]

Proof. Fix f bounded, measurable and non-negative. As our conditions already suggest, we
consider the sequence

fo=1Ff for1(w) =E“[f],

for which every f,, is again bounded and non-negative. A direct consequence of (C1) is

[ far1] = pB[fa] S ulfa] = ulf]

by induction. We can also use (C1) to rewrite Ent,(f) as follows:

Ent,(f) = p[flog f] — p[f] log pu[f]
E[flog f] — u[E[f]log E[f]] +M[E[’Jj10g5@] — pE[f] log pE[f]

=f1 =f1 =p[f1] =p[f1]
= p[Entg(fo)] + Ent,(f1)
and by iterating this we get
N-1
Ent,(f) = Y p[Ente(f,)] +Ent,(fv)
n=0

for any N € N. We now use (C2) and (C3) to estimate p[Entg(f,)]:

p[Entg(f,)] (< 2au(|V v/ ful?] < zaw[\v\/fn 112] < 267" u[|V/f]

where we used induction for the last inequality. Therefore:

p[IVV ]

N-1 ~
- 20
> u[Entg(f)] Zmnu (VVITF] =1
n=0
It remains to show that Ent,(fn) — 0 as N — oo. This is where we use (C4):

Ent,,(fn) 2% plulf]log ulf]] — n[f]log u[f] =0,

where we further used the dominated convergence theorem and the fact that (f,)nen, is uni-
formly bounded. This completes the proof. O
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5.1 One dimension

5.1.2 The technical lemmata

Before we construct the auxiliary kernel and before we check the conditions of Proposition 5.2,
we state and prove a few technical lemmata. Lemma 5.3 is a typical property of one-dimensional
models: the dependence of p[f] on the boundary condition decays exponentially fast when f is
fixed and A grows. The two following lemmata are equivalent to [15, Lemma 5.3] which concerns
itself with the Ising model. We adapt the proof to the XY -model, the notable difference being
that here the derivative satisfies the Leibniz rule unlike the discrete derivative.

For later convenience we define, A C Z and f measurable:

osca(f) = sup  |f(o) = f(o)l, (5.2)

OACc=0AcC
the maximal oscillation of f when the spins outside A are fixed.

Lemma 5.3: There exists v > 0 such that for any continuous function f with A(f) = {0,..., N}
for some N we have:

sup Ny Ly ] = i 2y 1) < €U,
x,y,2€[0,1]

for all n > N and for some C(f) which depends only on f. Here, ,uﬁ’f}n}, denotes the finite
volume Gibbs measure with boundary condition z for the spin at O and x for the spin at n + 1.

The above inequality can also be formulated as

Osc{l,...,n+1}(M.{l,...,n} [f]) < C(f)eiv(niN)'

Lemma 5.4: For any finite A € Z there exists B(A)) such that for any i € Z :

7[(Viv/malf])’] < 20 [(Viv/F)’] + B [(VavF)’], (5.3)

for any local f € C1() with f > 0 and any Gibbs measure 7. Further, B(l) = sup|pj<; B(A) <
00.

Lemma 5.5: There exist Lo € N and k > 0 with kmax{2, B(l)} < 1 where | = 2L + 2 and
L > Ly such that for all intervals A € Z,|A| =1 and A C A with dist(A,A) > L — 1 we have

*[(Vivealf])?] < sx[(VavF)?,

for any i € Z and any local f € CY(Q) with f > 0 and any Gibbs measure 7. Furthermore
we must assume that f does not depend on the spins in A\A, i.e. f is assumed to be FAuAc-
measurable.

Proof of Lemma 5.3. The basic idea of the proof is to uncover the spins one at the time starting
from the right. Every time we do this, the new spin equals a uniform spin in distribution with
probability e~2?, hence with probability e=*# we can couple the spins of y** and p*¥ so that
the effect of the boundary condition is lost. We formalise this idea but instead of coupling the
spins we decompose the expectations.

We first define a sequence of intervals

Ap={1,.,.N+k} for 0<k<n-—N.

Observe that ,u{AZkif 42} Yag a density with respect to ,LL{AZI;UN et gy,
efeos@mlonra—ontrr)) oo

{Z’UN“”Q}(dJ) _

Mgt T [ ePeosCrlon iy (dw) A (do)v(don k1),

=<P(UN+k+1:<7N+k+2)
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5.1 One dimension

by a slight abuse of notation letting o = (o1, ...,0¢) for appropriate ¢ € Z. Note that for any
oN+k+2 € [0,1] we have [ ¢o(w,on+k+2)v(dw) = 1. More importantly, we have

—2
P(ON 41, ON4ir2) > e 2P

Abbreviate (0N k11, ON+ht2) = P(ON4 410N +E42) — e 2P, To make the following more read-
able, we suppress some dependencies: write pia, ., (do) for ,u{Z’UN”“”}(da) and fia,,, (do) for

At
M{Z,UN+k+2}(d6.) - and similarly f, f,, . We then have:

Ak

e lf] ﬂAkH[f]‘ - ] [0 = s )i, . @)
= \ [ = D@ + 20+ e P hyutdo)v(ds)na, do)i, 49)

+ //(f — He Pu(do)v(de) ua, (do)fia, (d5)

The last term evaluates to 0 because both pa, and fian, have the same boundary condition.
Hence, using that f does not depend on the spin onyxt1:

pa [~ fines [f]‘ _ \ [ = D@ + e+ e Dudo(d)ns, (do)ia, (@)

W - 521

e
: ’//(WH ¥+ e T P)uldo)p(ds)| sup
= (- s W1 - 511

Taking suprema, we have shown

s 52111 = 17 < (1= ) s |51 - 1
The desired statement now follows by induction and v = —log(1 + e~%9) and
W) = sup |ni ") A = i [f]]-

O

Proof of Lemma 5.4. First we remark that because f is in C'(Q) and local, we may always
interchange derivatives and v integrals.
Let us observe:

1
Viy/u3[f] = mvi#ﬂﬁ’
A
AV
Ay
JAY)
A b =

v 5

3 -

11
012

Figure 3: Some of the different subsets of Z in the proof of Lemma 5.3.

42



5.1 One dimension

hence we thrive to find an estimate of the form V;u{[f] < /u51f] - (...).

exp(—HA(Oawr))  \which is the density of
VA [eXP(_HA(‘wAC)]

To handle pp expectations, we write pp(oawpe) =

puX with respect to vp. We then have

ViR [f] = va[Vipa f] = valpaVif] + valfVipa] = uR[Vif] + uX[fox Vipal. (5.4)

The first term is just an application of the Cauchy-Schwarz inequality away from the desired
form. Write f = f1/2f1/2 then:

URIVif) = 208 [F2V 12 < 208 1 PRIV f )22 (5.5)

The estimate of the second term of (5.4) is a bit more work. Observe:

—Hp »—H) —Hp o—Hp
Wi —1y7. _ € . VA[VZe ] _ VA[C ]VA[vze ] .
HRloy Vien] = v [Vl VA[e_HA]] vale=Ha] vale=Ha]? -
This allows us to estimate:
8 [ ox Vipa]| = [ [(f = pR[f])ey vz‘PA” (5.6)

— 5| [[ R Vi0n0) = V@)~ @ o
< s o' Vipslo) =03 Vinn(@)| [ 15(0) ~ S@ it yiitao) 67

OANC= O’Ac
A
We estimate the two factors separately. Uniformly in A we have:
sup |py ' Vipa(o) — py ' Vipa(5)| =
OAC=O0OAC
B _ v[Vie A v[Vie Ha]
B UAEEI;AC (_ ViHla(o) + ViHA(U)) + ( v[e—Ha| (o) = v[e=Ha| (@)
=0 because opc=6c
< 2|[Viia |
<4p =M (5.8)

For the second factor of (5.7), A, we write f(o)—f(6) = (f1/2(a) —f1/2(5)) (f1/2(0)+f1/2(6)):

<//} (F%(0) = £1%(e ))(fl/Q(a)+f1/2(5))}uﬁ(da)uﬁ(d&)>2

<y @ pR[(F(0) = F(8))"] + 1g @ 1R [(F(0) + £(5))"]
= (2081f] = 26 (1)) ek [ ] + 28 [F°)°)
<uzlf]

< 8ug [f] Var,g (£1/7) (5.9)

where we used first the Chauchy-Schwarz inequality and then Jensen’s inequality. The occurrence
of the variance in (5.9) allows us to use the spectral gap inequality for x{. By Proposition 3.9

we obtain 0,245
Bu [f] Var,s (f1/%) < 67|A|M°K 1R [(Vaf ).

Combining these estimates with (5.8) and (5.5), and applying them to (5.4) yields:

Vi [f] < 2681128 (W 2) %) 2 4 28 TN L1 2 g [(Va £ 72)P) 2 (5.10)
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5.1 One dimension

And therefore:

= wl(w. £1/2\211/2
<oVl <

1
+ 56126 /’A|MMK[f]1/2MLX[(vAf1/2)2] 1/2

Squaring this equation, using (a + b)? < 2a? + 2b% and taking 7-expectations yields:

A (Vo] < 20 [(Vo/7)] + S AR (V4 V)] G.11)

£248

which is the desired equation with B(A) = <—|A|M?.

O

Proof of Lemma 5.5. This lemma is an improvement over the previous lemma under some ad-
ditional assumptions. Hence we want amend the its proof to apply Lemma 5.3 to obtain the
smallness of k.

We start by reconsidering (5.4). First, we note that if ¢ € A, then we have V;u{[f] = 0
because 14 [f] does not depend on the spins in A. Hence we can restrict ourselves to i € A°. If
we assume f to be localised in A C A, then we further have V;f = 0 and thus:

Vit [f] = u{Lf oy Vipal
We can now improve (5.6) because f does not depend on A\A:
k81 Py Vioal| = (R [(f = 1[N ravalor Vipa]] |

where we used ppfiaaA = HA- (5.7) then becomes

\LR[FP " Vipal| < osea(uavalpy Vipal) 4,

where oscy is defined in (5.2). By reusing the estimates for A we arrive at the following equivalent
to (5.11):
244

7[(Viv/ualf])’] < BTW <OSCA(NA\A[PleiPAD)2 7[(Vavf)’]

=IKA

Lemma 5.3 now implies that kp L2%, ) and hence we can choose Lg large enough such that
kA satisfies the smallness constraints for any interval A with |A] > . O

5.1.3 The construction of the auxiliary kernel and the proof

Aq { | { |
N\
T T ? L
9L +2

Figure 4: A1 and Ay used for the construction of the auxiliary kernel.
Having dealt with some technicalities, we now construct the kernel E which we use in com-

bination with Proposition 5.2 to show that the Gibbs measure of the XY -model satisfies a
logarithmic Sobolev inequality.
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5.1 One dimension

The basic idea is that we partition Z into disjoint intervals of the same length which will be
updated according to the local Gibbs measures uy. To guarantee that every spin gets updated
at least once, we need to do this twice for different subsets of Z. Let us define this formally:

Let L € N - we fix it later when we use Lemma 5.5. Define Ag = {0,...,2L + 2} and
Ap = Ao +2k(L+2), let Ay = ez Ar and Ay = Ay + (L +2). Further we define two kernels:
EY = Qcz i, and analogously ES using the building blocks of Ay. Lastly, we set E¥ = ESE;
as the concatenation.

E does not quite satisfy a LSI in the sense of condition (C2) of Proposition 5.2 straight away.
Nevertheless we observe that for any fixed w, EY is a product measure of the py of which we
know that they satisfy a LSI with the same constant o < e'9#L by the perturbation property,
Theorem 4.4. Hence, by the product property, Theorem 4.5, E{’ satisfies a LSI of the form

Entge (f?) < 20EY[(Va, f)?]. (5.12)

Further, we can choose o uniformly in the boundary condition w. The same holds for E§ with
respect to Va, and the same constant o.

We now prove Theorem 5.1 by checking conditions (C'1) — (C4) of Proposition 5.2. In the
following f € C*°(Q) with f > 0 shall always be a local function, i.e. depending only on finitely
many spins. This allows us to always interchange expectations and derivatives or infinite sums.
m shall always be the Gibbs measure.

Proof of (C1). This follows directly from the definition of Gibbs measures, muy = 7 and there-
fore tE1 = m = mE9. We then have

n[Blf]] = 7 [ExE[f]] = 7 [Ea[f]] = 7 [/].

O
Proof of (C2). Recall our goal:
w[Entg(f)] < 2ar[(VzfY/?)?]
for some &. Using 7E; = m, we can decompose 7[Entg(f)]:
7[Entg(f)] = 7 [E[f log f] — E[f]log E[f]]
=7 [E1[flog f] — E1[f]log E1[f]] + 7 [E1[f]log E1[f] — EoEy|[f]log E2Eq[f]]
= 7[Entg, (f)] + 7 [Entg, (E1[f])] (5.13)
This puts us in a place to apply the LSI of E; and Ey. Using 7E; = 7
w[Entg, (f)] < 2ar[(Va, £V, (5.14)
where o comes from (5.12). We do the same for the second term of (5.13) and use 7Ey = 7
7 [Entg, (E1[f])] < 2ar[(Va, (Ei[f])!/?)?] (5.15)

This is not quite what we want, we need f instead of E;[f] on the right-hand side. First, notice
that E1[f] does not depend on the spins in Ay, hence Va,(E1[f])}/2 = Va,a, (E1[f])!/2 Fix
i € Ag\Aj. There exists a set AW c A with \A(i)] < 2L + 2 such that:

ViEL[f] = ViEipyo [f] = E1Vipy o [ f] (5.16)

And with that:
T (VA EANY2)) < w[(Viliaw [F)Y2)7)
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5.1 One dimension

which puts us in a place to apply Lemma 5.4:

7 [(Viluao DY) < 27 [(Vif?)*] + BO=[(Vaw £72)7]

Combining the above estimates yields:

7 [Entg, (E1[f])] < 2a Z 2 [(Vif/?) ] ([)W[(VA(i)fl/Z)ﬂ

lGAQ\Al
<20 Y 2r[(VifY?)? + 2B Y 2w [(Vif?)?
iEAQ\A1 i€

And together with (5.13) and (5.14) we obtain:

7 [Ents(f)] < 2a(1+1B1) > 7 [(V:f%)°],

1E€EZL

which is (C2) with & = a(1 +1B(l)).

Proof of (C3). Recall our goal:

r[[VVE[A] < &x[IVV/TP,

for a k sufficiently small, namely & < 1.
First of all, we note that E[f] = Eo[E;[f]] only depends on the spins in A{ = Ag\Al, hence:

[|VEAV2 = Y | VB2

iEAQ\Al

Next, we fix i € Ag\Aj. Let A® be like in (5.16), except that we now have AD ¢ Ay, and like
before we have

T |ViEE [)Y2P] < 7 [(Vilpp Ea L))

This is the place where we can apply Lemma 5.5 namely to g = E;[f]. We are allowed to do
this because E1[f] does not depend on the spins in A;. Hence:

7[(Vilua BALD'2)] < wr[(Vao (Balf)'2)]
For each j € A® let AW C Ay be, again like in (5.16), such that we have:
s [(V5(EalDY2)7] < mr (V5o [1)2)7]
< 2kr[(V;£)°] + kB [(Van £1?)],

where we applied Lemma 5.4 once again. Collecting all our estimates we obtain:

[(V( [f]) 1/2 < 2K Z Vf1/2 ]"‘/iB(l)Z?T[(vifl/Q)Q]

ZGA\Al i€A1

Hence (C3) holds with & = k max{2, B(l)} and £ < 1 according to Lemma 5.5 which we used
to choose k. O

Proof of (C4). Recall our goal: define a sequence of functions, fo = f and f,11 = E[f,]. We
want to show that (f,)nen converges m-almost surely to 0.
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5.1 One dimension

First, let us note that by Theorem 4.7 both E; and Es satisfy a spectral gap inequality with
constant 1/« where a comes from (5.12). By using (a + b)? < 2a% + 2b2 we obtain:

w[(f ~ BL)?] = 7 [((f ~ Balf)) + (Balf] — B[f))’]

[(f = Ealf))?] + 2n [(Ealf] — Eo[E )]
[VarEl(f)] + 27 [VarEz(El[f])]

OUT[(VAlf)Q] + QQW[(VAQEl[f])z]

By reasoning that we have seen before in the proofs of (C2) and (C3) we obtain, by using Lemma
5.4, the following estimate:

m[(Va,Ealf))’] < K [(Va, /)]
for some K large enough. Combined:
*[(f = E[f])?] < 2a(K + )n[(V1)?], (5.17)
where V = V7. Furthermore, (C3) implies
(V)] < &e[(VAD)7] < &R [(VF17)7]. (5.18)

Combining these two estimates, we can show that f,, converges to a constant by the Borel-
Cantelli Lemma, let € > 0:

00 1 00
nzz;)ﬂ-[ﬂfn%—l - fn| > 5}} < 827;71-[(]671 - fn+1)2]

=(fn—E[f])?
(5.17) 20(K + 1 >
<720 S S™ g gy

2

n=0
da(K +1) &
= 2T

The last expectation can be estimated by the Cauchy-Schwarz inequality:

R[AY2932) < 1] P[0 522 UL Rl (0 £2)) o ]

where we again used (C1) as 7[f,] = w[f]. This proves that m [{|fn41 — fn| > €}] is summable
and hence f,, converges m-almost surely to a constant. Because 7[f,] = w[f] for all n > 0, we
have limn — oof,, = w[f] m-almost surely. O

Proof of Theorem 5.1. The statement of the theorem now follows directly from Proposition 5.2.
O
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5.2 Higher dimensions and high temperature

5.2 Higher dimensions and high temperature

In the previous section we have proven a logarithmic Sobolev inequality for the XY -model on a
one-dimensional lattice for arbitrary 8 > 0. In this section we want to prove a similar result for
the d—dimensional lattice, d > 2, for sufficiently large S.

We do this by proving a more general result for Boltzmann measure on (S')* where A is an
arbitrary finite index set. In this section S! is the circle as a subset of R? unless stated otherwise.
Let us fix some notation: v denotes the normalised Lebesgue on S' and vy = v®. (-,-) denotes
the standard inner product on R™. For h € R? we let

v (do) = ey (do) (5.19)

Z(h)

be the probability measure on S! with external field h, Z(h) is a normalising constant.
For a symmetric matrix M € RMA we let
1
up(do) = —e_%<U’M”>VA(dU) with (o, Mo) = Z M;;(oi,05), (5.20)
Zm 1,5€EA
J

where Z; is chosen such that ups is a probability measure on (SI)A. Observe that by choosing
M and A appropriately we can retrieve the XY —model with free boundary conditions from ;.
Let ||M|| = AT — A~ denote the difference between the largest and smallest eigenvalues of M,
AT and A\~ respectively.

Before we can state the theorem concerning s, we need to state a result about the v”: they
satisfy a logarithmic Sobolev inequality uniformly in h.

Proposition 5.6: There exists a constant ag < 0o such that for any h € R?, we have
Ent i (f%) < 2o<0uh[]Vf|2],

for any differentiable f.

We postpone the proof of this proposition to the end of this section. The main goal of this
section is the following theorem:

Theorem 5.7 ([5]): Assume |[M|| < 1. Then ppr satisfies a logarithmic Sobolev inequality of

the form:
2[| M|

Enty,, (%) < 200 <1 + HWH)MMUVAJCPL

for any differentiable f.

Before turning to the proof of the above theorem, let us quickly describe how to obtain a
logarithmic Sobolev inequality for the Gibbs measure of the XY -model at high temperature as
a corollary:

Theorem 5.8: Ford > 2 and 8 < min{ﬁ, Be(d)} the unique Gibbs measure w of the XY -model

satisfies a LSI:
14 4dp

1—4dp
where f is any local and differentiable function. o is given by Proposition 5.6 and B.(d) by
Theorem 2.8.

Ent(f2) < 200 w[IV %],

Proof. Due to our assumptions on 8 Theorem 2.8 applies and hence 7 is unique. We can make
use of this uniqueness: by inspecting the proof of Theorem 2.7 we get that also the finite volume
measures with free boundary conditions converge weakly to 7. This is the following sequence of
measures:

1 — w
pk(dw) = 7:° Hil )V{—k,...,k}d(dw)7
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5.2 Higher dimensions and high temperature

where Hy(w) = —>_;_;=1 B(0i,05). This measure is of the form given in (5.20) with A =
{~Fk,...,k}? and

M;j = B1};_jj=1-
A basic estimate for the eigenvalues of M yields |A| < 2df for any eigenvalue A and hence
|M|| < 4dB. Thus if we choose 8 < ; we can apply Theorem 5.7.

Let f be local and differentiable and choose K such that A(f) C {~K, ..., K}¢. Theorem 5.7
combined with the dominated convergence theorem yields:

Ent, (f%) = Jim Enty, ( i (5.21)
E>K
: 1+ 4dp 5 1+ 4dp )
< lim anmﬂk“vA(]‘)‘ | = 2a07— 4dﬁ7TUVf\ ] (5.22)
E>K
O

Let us turn to the proof of Theorem 5.7, we follow the proof of [5]. We split their proof into
two parts. First, we present a lemma in which we prove a logarithmic Sobolev inequality for an
auxiliary measure:

Lemma 5.9: Assume additionally M to be positive definite and assume we have M~ = ¢~ 4+
B~! where ¢ > 0, 1 the identity matriz and B a symmetric, positive definite matriz. For y € R?

let
V(y) = —log/e_gy_"'ZV(da) and p"(dx) = Zie_%@’B@_ZiEA Vi) g,

r

where Z, is chosen in such a way that p” is a probability measure on R*™. Then u" satisfies a
logarithmic Sobolev inequality with constant oy = (c — c?)~L:

Entyr (f?) < 20,17 [|V £ 1]

Proof. To prove this lemma we check Theorem 4.24. Because B is positive definite and due to
the product structure of exp (— ;.4 V(z;)) it suffices to check that

(y,Hess(V)y) = ;11 (5.23)

as quadratic form for any y € R2. We therefore compute the second derivatives of V (y):

A2V 2 [y — o1) (g — Uz)efélyfa\Q,/(dg)
dy1dyz T fefély*UIQV(dU)
& [(yr — 1) (y2 — og)e 19111292y (do)
fec(y101+y202)y(da)
= _CQVCy[(yl —01)(y2 — 02)]
PV _cfesPudo) [y —o1)Pe 2V u(do)
i~ [ i Pudo) [ i Pu(do)

=c— vy - 01)?]

And analogously ‘57‘2/ =c— v [(yg — 02)2]. Observe:
2

(y,Hess(V)y) = cly* — *Var,ei ((y,0)) > (¢ = ¢)[y|? (5.24)

where we used the bound Var,es((y, o)) < |y| which follows from the fact that |o|?> = 1. This
proves (5.23) with a; ! = ¢ — ¢ and thus completes the proof of the lemma. O
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5.2 Higher dimensions and high temperature

Proof of Theorem 5.7. We continue following [5].

The key to the proof is expressing s as a combination of v* for some appropriate h and p"
to use their respective logarithmic Sobolev inequalities.

But before we do that, let us observe that the measure p); does not change when we replace
M by M + 61 where 1 denotes the identity matrix: this only changes the normalising constant
Zyr. Hence we assume that M is in fact a positive definite matrix which allows us to use Lemma
5.9 later.

Using that M is a positive definite matrix, we can find another positive definite matrix B
such that M~1 = ¢~ 11 + B! for any ¢ < ||[M|. With this decomposition of M we can express
the law of a multivariate Gaussian random variable with covariance M ! as the convolution of
two Gaussians with covariance B~! and ¢~'1 respectively. On the level of densities this reads

e 3leMe) _ o e_%C@_“”x_@e_%@ﬁwd% (5.25)

R2A

where C is a normalising constant which we do not need to specify. This equation allows us to
relate pipy with v, and p". To see this, we write v, = @), v for z € R?A. We then have

par [f(o)] = 1" [vee[f(0)]] in the following sense:

[ f@mantao) = [[ r@vetdonn) (5.26)

To see why this is true, we first observe:

eV ) e 3elv—0ly, 4oy ITEZT VW) =S W2 celv0) ) (dr) = ¥ (dor)
=7(ct)

Next, we write o< if both sides of the equation are equal up to some normalising constant:
[ H@mtdo) x [ i)ty o)
(562(5) //f(o_)e—éc(m—a,x—(ﬂe—é(x,Ba:) H (e\/(zi)e—V(xi))dx va(do)

i€A
x [ Howeatdo)r o)

This shows (5.26).

We are now in a position to apply Proposition 5.6 and Lemma 5.9. Note that by Lemma 5.9
and the tensoration property, Theorem 4.5, each v, satisfies a logarithmic Sobolev inequality
with constant aqg as well, uniformly in z. Let f: (SH)* — R be differentiable and abbreviate

9(T) = Vey [f(U)ﬂ 1/2, we then have:

Entyy, (f2) = 1" (Ve [[210g f2]] — 1" [vee | £?] log veu 2]
+ 1" [Vea | f2)log veu[f2]] — 1" [vea [£2]] log 1 [vea [ £7]]
=pu" [Ent’/cz (fz)} + Ent,r (92)
< " [2a0vee [|VafP]] + 200 p [|Vgag ]
= 2apun [|Vaf?] + 200, [|[Vieag)?] (5.27)
where we used the logarithmic Sobolev inequalities for p” and v, (uniformly in z) and (5.26).

The only term left to estimate is p, [|VR2A g|2] for which we proceed in a very similar way to
Lemma 5.4. Our goal is to derive the following bound:

1 [|Veeagl?] < 2 aop” [vee [|[Vaf]?]] (5.26) 2 aopn [|Vafl?] (5.28)
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5.2 Higher dimensions and high temperature

In the following, let V; denote the R2-gradient acting on x; for some i € A. We then have:

Vig(z) = Vig(z)? _ Vivee[f?] _ 1 iff2(o')eczj€A<xjv‘7j>VA(d0')
29(x) 2w [fPN? 0 2we[f?]? [ e2ieal®%) y, (do)
. (f F2(0) - cose Zient®i o)y, (do)
B Wy [f2]1/2 feCZjeA<wijj>VA(do-)
fCO-iECZjeA<$jioj>l/A(dO-) ffQ(O-)eCZjeA<$j70j>l/A(dO-)
B (fechGA(zj’Uj>l/A(d0'))2 )

— 21/%[;2]1/200%% (F(0), )

We bound the norm of the covariance. Fix the values of o; for j € A\{i} and consider first
Covyex; ( f?(o), ai). We use a similar approach as in (5.6), namely we duplicate the measure v“¥i:

|Covyeni (f(0), 03) | = %!(V“i ® v [(f(o1) = £(52))(f(00) + f(5:) (07 = 63)]|

1/2
< Varycxi(f)1/2 <;(UC$1’ ® v [(f(o’) + f(é))2|gi _ 5i|2]>
< Varycwi(f)l/Q (81/611}1' [f2(0_)])1/2,

where we used the Cauchy-Schwarz inequality and afterwards that |0 —&| < 2 as well as (a+b)? <
2a? + 2b. To got back to Cov,,, we use that ve[] = ve[v°%i[-]] as well as the fact that under
Ver all the {o}};ca are independent. We obtain:

‘COVI/C:E (f2 (0-)7 Ui) | < 8V [Val“,,caci (f)1/2ycwi [fQ(U)]l/Q] ? < 8Vey [Varuc‘”i (f)] Vex [fQ]

where we used the Cauchy-Schwarz inequality again. Lastly we use the spectral gap inequality
for v“* which is satisfied with constant ag according to Proposition 5.6 and Theorem 4.7:

Vew [ Varyes; (f)] < agveg [V [\Vgif\z]] = Ve [[Vgifﬂ

Collecting all our our estimates we obtain:
|V¢g|2 < 202040”696“V0if’2]

Summing over ¢ € A and taking p"-expectation yields (5.28).
To complete the proof, we combine (5.27) and (5.28):

EntMM(f2) < 2a0pum [|VAf‘2] + 20044 [|VR2A9|2]
<200 (1 + 2¢%a ) e[| Va £1?]

Lastly we use that by Lemma 5.9 we have o, = (¢ — ¢?)~!. Further, we chose ¢ in such a way
that || M| > ¢ and by letting ¢ — ||M|| we obtain the statement of the theorem. O

The proof of Proposition 5.6

To conclude this section and in particular the proof of Theorem 5.8, we need to show Proposi-
tion 5.6. Before we start discussing its proof, we rephrase it slightly by perceiving the circle? as
[~7,7]/— » ~ = and perceiving the measure {v", h € R%} as measures defined on [—7,7]. Further-
more, due to the rotational invariance of v in the definition of ", we can restrict ourselves to

h = B(1,0)T for 3 > 0.

4This is slightly different compared to the rest of this thesis where we perceive the circle as [011/o ~ 1. We do
this so that the median of the measures becomes 0 which makes the technical estimates more readable.
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5.2 Higher dimensions and high temperature

Proposition 5.10: Let 5 > 0, define a measure on [—m, 7| by

eﬁ cos(:n)dx

) = 75, !

where dx is the Lebesque measure and Z(f) = ffﬂ ePeos@)dy is a normalising constant. Then

there exists a constant ag < oo such that

Ent,s(f?) < 200/ [(f)?],

for any B > 0 and any differentiable f.

We discuss the proof of this proposition instead of Proposition 5.6. The constants aq in two
propositions differ only by a constant factor.

At first it may seem that the proof could be very short and simply an application of the
Bakry-Emery criterion. This is unfortunately not the case as inf ¢ 1] 02B cos(2mx) = —4n% 3 is
not uniformly bounded from below in 5. Hence we cannot apply Theorem 4.24.

We need to use a different approach. Fortunately, the instances in which probability measures
on R which satisfy logarithmic Sobolev inequalities are well characterised. Here is a version of
[6, Thm. 3]:

Theorem 5.11: Let p(dz) = p(x)dx be an absolutely continuous probability measure on R. Let
m be a median on p, i.e. p((—oo,m]) =1/2. Then u satisfies the logarithmic Sobolev inequality

Ent,(f?) < Amax{By, B_}u[(f)?],

where [ is smooth and By, B_ are given by

B, = sup [z, 0)) /m L yiog (1 + u([i@)

z>m m PY)

o= o [ g (14 i)

provided that they are finite.

Remark 5.12: [6, Thm. 3| also gives a lower bound for the optimal logarithmic Sobolev
constant with expressions very similar to By and B_.

This theorem is an improvement over a theorem by [7] which is presented in |1, Chapter 6].
The proof is quite long and technical at times so we only discuss some of the methods involved:

Discussion of the proof of Theorem 5.11. The approach of [1, Chapter 6] consists of three steps:
reducing the logarithmic Sobolev inequality to some Orlicz norm which then can be reduced to
some Sobolev inequality which in turn is proven by a Hardy inequality. We describe the rough
sequence of steps without proofs.

For an appropriate positive function ¢ : R — [0, o] we define the Orlicz space associated to ¢

L¢(,u):{f:R—>R:EIa>Owith /gb(af)d,u<oo}

and

1 flle = Sup{/\fg\du;gr R—>R/¢(g)du < 1}.

Under appropriate assumptions on @, ||f||4 is a norm and renders L?(u) a Banach space. This
is for example the case for

®(z) = |z[log(1 + |z|) and O(x) = z%log(1 + z?).
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5.2 Higher dimensions and high temperature

The norm || - ||e is then used to bound Ent,(f?) as followed, [1, Lemma 6.3.1]. In the following,
f is smooth and sufficiently integrable:

Ent,(f?) < sup Enty (f +0)") < 2 - w1

Further comparing the norms of || - ||e and || - [|¢ they arrive at a criterion - [1, Prop. 6.3.2] - for
1 to satisfy a logarithmic Sobolev inequality with constant 180d:

12 lle + If2]le < d / (F)2dy

for f1 = fljp,00) and fo = f1(_,, where m is a median of p. This inequality is then proven
by use of the Hardy inequality [1, Thm. 6.2.1],

/0 N ( /0 xf(f)dt>zﬂ(dx) <4B /0 h f(z)*u(dz), (5.29)

where B = sup,>q ([, 00)) [ ﬁdw under the additional assumption that p is strictly positive.
The inequality (5.29) essentially follows from applying the Cauchy-Schwarz inequality to

T B T @
/O f(tydt = /0 e

where g(t) = (f(;f ﬁds) /2 and integrating with respect to u(dx) afterwards.
This completes our discussion of the proof of Theorem 5.11. O

So let us see how to deduce Proposition 5.10 from Theorem 5.11. Proposition 5.6, which we
recall is equivalent to Proposition 5.10, is actually very close to [19, Thm. 2.1|. The notable
difference is that their theorem concerns itself with measures on (S™,n > 2), where as we are
interested in measures on S'. Nevertheless, our proof is similar and leaves out the step which is
needed to reduce the measures on S to measures on R. We establish similar estimates as [18,
Thm 5.1] where this proposition can also be found.

Proof of Proposition 5.10. Thanks to Theorem 5.11 the only thing we need to do is to check
that B4 and B_ are uniformly bounded in 5. In our setting we have
eBcos(z)q (o] (x)
[T eBeosv)dy
—Tr

p(x) =

and because p is symmetric around 0 we have m = 0 for any 8. This symmetry of p also implies
that B, = B_ which is why we restrict ourselves to B_.

Further we can restrict ourselves to 8 > 1. The logarithmic Sobolev inequality for {v?,0 <
B < 1} follows from Theorem 4.4 with the constant worsening by a factor of at most e2. Let us
write out B:

s x 9
- B cos(1) ~B cos(1) _eZ(B)
By zzlﬁ)ﬂ]/‘r e dt/O e dtlog <1 + f; Boos(l) g

Let us start with the technical estimates. First we observe two basic estimates:

2\/77§/ t712etdt < 2¢" min{1, v/r}; / Y267ttt < 2¢77 (5.30)
0

r

1/2

for any r > 0. These follow from bounding either t=1/2 or e~ by 1 from above or e’ by 1 from

below.
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5.2 Higher dimensions and high temperature

The first estimate we need 1is:

Z(B) :/ ePeos® g < omel (5.31)

—T

Next, we turn to [ e~Peosdt. Assume that 0 < z < 7/2. We substitute s = cos(t):

T 1 1 1 1
_ﬁcos(t)dt — / —Bs ds < / —Bs d
e e s < e s
/0 cos(x) V1-—s? cos(x) vV1—s

because 1 — 52 > 1 — s> 0 on (0,1]. Substitute u = 3(1 — s) :

1 1 e B /6(1—608(90)) 2
—Bs _ -1/2 u —pBcos(z) .1 —
e ds = — U e'du < —e min {1, v/B(1 — cos(z
/m@ I—s  VBJo NG VA @)

2
< 005 min {1, /B(1 + cos(x )
(5.32)
where we used (5.30). For 7/2 < z < 7 we observe:
" e " et 2 [T e
/ e—ﬁcos(t)dt _ / e—ﬁcos(t)dt +/ e—ﬁcos(t)dt < = +/ e—Bcoa(t)dt
0 0 /2 VB Jrp
according to the previous estimate. With similar substitutions as before we obtain:
z cos(x) 1 cos() 1
—Beos(t) gy / —Bs ds < / —Bs d
e e s e S
/7;/2 0 V1i—-s2  — Jo 1—s
-8 B
_ 67 u_1/2e_“du < le—ﬁ cos(x)
VB Ja(1—cos(z))
where we used (5.30) for the last bound. In total we obtain
/ " eostt) < 2 (14 e Peos@) gy < A Beos(a) (5.33)
0 VB VB
for 7/2 < x < m. Analogously, we obtain the following bounds for f;r efeost) gt
m ﬁcos(t)dt < 4 ,Bcos(x) f 0<z< 2
e e or <
I VB sz<n/ (5.34)

Jefeosar < %eﬁcos(z) min {1, \/B(1 + cos(z))} for n/2<z<n

Lastly, we also need a lower bound for [ e#s()dt. We first substitute s = cos(t), 0 < z <

™ cos(x) 1 1 cos(x) 1
Bcos(t)dt — / Bs ds > / Bs d
€ € S € S
/x -1 Vi—s2  — 2/ Vits

where we used that 1 — s? < 2+ 2s on [—1,1]. We substitute u = 5(1 + y) and use (5.30):

1 cos(z) 1 e B B(1+cos(x))
- Bs _ —-1/2 u -B
e ds = w2t du > /2e 1+ cos(x)
V2 /_1 V1+s V28 Jo -

In total we have the estimate, 0 < z < 7:

/ P dt > /2e7P\/1 + cos(z) (5.35)

T
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5.2 Higher dimensions and high temperature

This concludes the technical estimates and we can bound By. We use the estimates (5.31) -
(5.35):

T . ’ . e2Z(B)
By = sup / eﬁcos(t)dt/ e Peost) gt log (1 + 7r)
T e 0 T eBeosttt

< su §min{1 V/B(1 + cos(z))} 1o <1+ *2me” )
B xe[or,)ﬂ] g ’ g V2e=P /1 + cos(z)
D) 2,283

< sup 8 min {1, \/Br} log (1 + M)

r€[0,v/2] 8 r

4,28

< 8 sup min{l, \/Br}log (6 ¢ )

B repval r

32 8
=416+ —= sup rlog(r™)

6 ﬁ 7'6[07\/5]
< 52,

where we used 5 > 1 and SUD,.¢(0,v/3] rlog(r=!) = e~ < 1/2 for the last inequality.
This completes the proof of Proposition 5.10 with o = 52€2.
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5.3 Ergodicity

5.3 Ergodicity

Having established logarithmic Sobolev inequalities for the XY-model at various temperatures
and dimensions, we now turn to the ergodicity of the associated semi-groups. In fact, Theorem
4.7 combined with Theorem 3.2 imply that the semi-group is L?(7)-ergodic for any Gibbs mea-
sure m. We aim for a stronger statement: in this section we want to show that the semi-group
is uniformly ergodic.

Before we can do that, we actually need to define the semi-group in infinite volume and prove
some of its properties. Most importantly, we want it to have the exponential approximation
property which states that it is well approximated by the semi-groups in finite volume.

Let us introduce the finite volume generators as follows, A € Z¢

LN =3"A;—V;Hp -V,

i€Zd
and denote the induced semi-group on 2 by (Pt(A))t. Further for differentiable f: Q@ — R we

define
A1 =D Vil

i€z
Clearly, all local and differential functions f satisfy ||| ||| < co. Our goal is the following property:

Definition 5.13 (Exponential approximation property): In our setting a semi-group (P;); is
said to have the exponential approximation property if for all A > 0 there is a B > 0 such that

|P.f = PMVF|L < e A

holds for all local and differentiable functions f as long as A(f) C A and dist(A(f), A¢) > Bt.

But we have yet to specify how P f is defined. For a local and differentiable function we define

. A
Pif = lim PNy, (5.36)

if the limit exists in the supremum norm. Before we prove that this is always the case, we need
a lemma:

Lemma 5.14: For f: Q — R local and smooth, A € Z%i € Z% and any t > 0, we have the
estimate ( )N
(A) Dt)™ py
ViR 7], < BE=eP A1,

where N; = dist(i, A(f)) and D < oo is a constant which depends only on (.

In particular, this lemma implies that ||V1~P,5(A)f||oO — 0 if dist(i, A(f)) — oo. This lemma is
similar to part of the proof of [15, Thm. 8.2|. Their theorem deals with semi-groups on {:I:l}Zd
and the discrete derivative, we adapt their approach to our setting.

Proof. Let f be local and smooth, the statement for differentiable f follows by a density argu-
ment. First, we observe:

td td
v.pNf— PN, f = /0 £Pt(f2ViPs(A) fds = /0 %Pt(fg [V, L] PO fds,

where [VZ-, E(A)] = VLW — LMV, is the commutator. Rearranging the above equation yields:
t
d
v.PNf = PN, f + / gpt(fg [Vi, L] PO fds (5.37)
0
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5.3 Ergodicity

Later, we want to use (5.37) recursively, hence we need to estimate || [V,-,C(A)}F |loo for any
smooth F. Write V;; for the interaction of the spins at j and k, note that V;; = 0 unless
|7 — k| = 1 in the XY —model. An elementary calculation yields:

- = (wmmmn| <0 ¥ 9.

o |
JENKNI=RI=L g i g5 k) j€B(i,1)

[V £ Pl

where B(i,n) = {j € Z% : dist(i, j) < n} is the ball of radius n around i in Z% in the path-metric.
The constant D is given by 2dsup V;V;V; ;= 872dB in the XY -model.

We use this estimate to estimate (5.37) - after using that ||PL<§A)HOO =1 for all s twice:
t
VPO < 19l [ 19020 7] s
< IVifllo + / S PO ds (5.39)

j€B(i,1)

Notice that we can plug (5.38) into itself. Iterating this yields:

!Vf\oo+2/ D" Y (VPO dsids,

j€B(i,n)

ViRl

IN

R B S A (5.3

n=0 " jeB(i,n)

where A, = {s e R":0< s, <..<s <t}, |4, = % Because we have V;f = 0 whenever
J & A(f), the sum 3 pi; ) ijfHoo equals zero whenever B(i,n) N A(f) = 0. (5.39) thus
becomes:

3

> (Dt
[vie®sl < S P S v

n=N; © jeB(in)
oo
D)™

<> PPy

n=N;

(Dt)N:
= B ),

i!
which concludes the proof of the lemma. O

Having established the technical lemma, we can prove the existence of the limit (5.36). The
proof also yields the exponential approximation property.

Proposition 5.15: Let f be local and differentiable, then the limit
Pif = lim PNy
AZ

exists along sequences (Ay)n for which Ap\An—1 is a translation of Ay for all n. Furthermore,
(P)¢ possesses the exponential approximation property.

This theorem is similar to [15, Thm. 8.2| which deals with models on {:I:l}Zd and the discrete
derivative, we adapt their approach to our setting. See also [10] where more estimates of similar
flavor are proven.
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5.3 Ergodicity

Proof. Let f be smooth and local, the statement for differentiable f again follows by a density

argument. We want to compare Pt(Al) and Pt(AQ) for two different A; € Z%. Let Ay C Ay € Z%.
We observe:

(A2 f- P (A1) f / (A2 fds _/ (Al _ E(Al )PS(AQ)de

We have (L(AQ) - E(Al)) = ican\A, ViHa, - Vi Using HPt ||OO =1 for all s we obtain:

P~ B < [ - e peap as<co S [ wieea) as

lGAQ\Al

where Cy = sup |V;Hp| = 4dn8 < oo in the XY —model. Here we are in a position to apply
Lemma 5.14:

I Y R SR R (5.40)
1€A2\ A1

Let A > 0 be given from Definition 5.13 and choose B large enough such that 2 — log B +
log D + % < —2A. Assume now that N; > Bt for all i € As\A;. Using the rough estimate
k! > kFe=2k for all k > 1 we obtain for 0 < s < ¢

(DS)Ni eDs
N,

(Dt)Ni

Vi Dt < exp (N;(log Dt —log N; + 2) + Dt) < e~ A=A
i+

<

With this estimate (5.40) becomes:

|- gl <o 3 [ e AN as

7,6[\2\/\1
< Cot|Az\Ay[em A ABAAALAD) | g (5.41)

Here it becomes evident that Pt(A") f is a Cauchy sequence in the supremum norm when (A,),
is chosen in such a way that A,\A,_1 is a translation of Ag. This means in particular that
|An\An—1] = |Ap| is constant. Hence the limit lim,, Pt(A") f exists. Further, we can see that
the limit does not depend on the precise choice of the sequence (A, ).

It remains to show the exponential approximation property, let A be given like in Definition
5.13. Without loss of generality we assume that A = Ay for some sequence (A,,), like above.

We then have:

1P - P fHoo_ZHP o f— Py

(5.4 ) .
<t (utlho) 3 e ) g

n=N

By choosing B larger we implicitly increase N which allows us make () in the inequality above
as small as we want, in particular smaller than 1. This completes the proof of the exponential
approximation property. O

Now that we know how to relate P, and Pt(A) we can prove that a logarithmic Sobolev inequality
implies ergodicity in a uniform sense. We need an additional assumption, (5.42), which states
that the semi-group in finite volume behaves somewhat reasonably.
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5.3 Ergodicity

Theorem 5.16: In our setting: Assume (P;); is a semi-group satisfying the exponential approx-
imation property and assume w is a Gibbs measure. We assume that w satisfies a logarithmic
Sobolev inequality with constant o > 0.

Further assume that there exists ¢ > 0 such that we have for any A € Z® with |A| > |OA|
where OA is the set of edges between A and A°:

1PN < sup M2 1 [g), (5.42)

for any measurable g > 0 localised in A.
Under these assumptions we then have for any local differentiable function f and any 0 € (0, 1)
that there exists C(0,A(f)) < oo and m > L such that for all t > 0:

[Pef = wlf]]] o < COA)e ™™ Il

Proof. We follow the presentation of [15, Thm. 8.5].
Before we start with the proof, let us observe a small inequality for later use: let g > 0,
A € Z%, A(g) C A and 1 a boundary condition. We then have, uniformly in 7:

x[g] = / 15 g (dw) = / e WA 929) g0 ] ()
> e HIWalles /MK 9] m(dw) = e~ IWall 7 [g] (5.43)

where W) is the energy of the interaction between A and A€ as seen in (5.1). In the case of the
XY-model we have |[W|loc = B|OA].
Fix f as required and let us now start estimating HPt f—] fH|Oo First, we use the triangle

(A

inequality to insert F; ) for some A which we fix later:

|12if = iAo < 1B F = 7lf))| + 1Pf = PV F| (5.44)

The second term is later estimated by the the exponential approximation property. For the first
term we proceed as follows, assume ¢ > 1 and let ¢ > 1 to be chosen later:

A A A
PNV —wlf]] < [PV PR = wl])|
= | P[P~ lf1|]]
C\A\
<e o ml|PAF -1,
where we first used Jensen’s inequality and then our assumption (5.42). By further applying
(5.43) to }Pt(i\%f - W[f]’q we obtain:

clAl2 48|04

|Pt(A)f—7T[fH§€ T e q Wupt(i\if_ﬂ[f”ql/q:ec\A\ +———

4B\8A|

H t —W[f]H

q

Having used our assumption (5.42), we now want to go back from Pt(i\% to P;—1. We do this the
following way:

1P F =7l < |Peaf ==lA, + P = Paf||, < [Pea = =lA, + 1P F = P

Again, the last term should become small when we use the exponential approximation property.
Before we actually use it, let us briefly collect the estimates we have thus far, namely the one
above and (5.44):

48104

1P — Al < |Pf— PO f| e+ (| Peevf =1, + | P F — Pca ) (5.45)
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5.3 Ergodicity

Now we want to use the exponential approximation property. Keep in mind that we want to
have an estimate which is valid for all ¢ large, it is evident that we cannot choose the same A for
all ¢ as the conditions of the exponential approximation property would not be satisfied. Instead
we need to choose A in dependence of t:

Ap = {—|At], .., [At]}e

for some parameter A > 0. We then have |A;] < (4At)? and |0A;] < 4d(A)?'. Now let
A > 0 and let A be chosen implicitly so that the condition dist(A(f),Af) > Bt is satisfied for
t large enough, this choice of A depends only on A and A(f). By the use of the exponential
approximation property (5.45) becomes:
c(axt)2d | 16pd(At)4—1
|Pf =il <N S et ([Pt f =l + e 2D £ 1) (5.46)
=p(t)

There are two things left to do before we are done: we need to show that o(t) is uniformly
bounded in ¢ and that HPt_l f— f]Hq decays fast enough. Clearly these goals cannot be
achieved if we choose a constant ¢, hence we choose ¢ depending on t. In light of Gross’
integration Lemma, Proposition 4.17, we choose

1 2(1—0)t—2

q:CI(Wa2aO‘):1+€ « )

where 6 € (0,1). With this choice ¢(t) — 1 as t — oo and hence ¢(t) is uniformly bounded in
t. To estimate HPt_lf — 7[f] Hq we use Proposition 4.17 which we are allowed to do because 7
satisfies a logarithmic Sobolev inequality with constant a by assumption:

| Pe1 f —W[f]Hq = || Pi—1—o¢[Porf — [ f]] Hq < ||Poef — =],

Lastly, we use the fact that 7 also satisfies a spectral gap inequality with constant a~! combined
with the L?(7)-ergodicity, Theorem (3.2):

| Pocf — ]|, < e Y f — S]], < ae™® || £l

Looking at (5.46) again, we can see that we have derived the desired estimate for large enough
t if we choose A accordingly. The desired estimate holds true for all ¢ by choosing C'(6, A(f))
big enough. O

Combining everything we have showed so far allows us to deduce:

Theorem 5.17: The dynamical XY -model is ergodic in the sense of the previous theorem if
ed=1and0< f <0
e d>2and0 < f < B(d).

Proof. Our proof is based on checking the conditions of Theorem 5.16. The exponential approxi-
mation property is satisfied according to Proposition 5.15 and the logarithmic Sobolev inequality
holds according to Theorem 5.1 and Theorem 5.8 respectively. The only thing left to show is
that (5.42) is satisfied, i.e. we need to show that

1PN gl < sup el [g]
n

is satisfied for some ¢ > 0, all A € Z¢ with |[A| > |9A|, all g > 0 and all boundary conditions 7.
This is the content of the following lemma which then completes the proof of this theorem. [
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5.3 Ergodicity

Lemma 5.18: The semi-groups of the XY model in finite volume satisfy (5.42) as described
above.

Proof. The proof is inspired by the instructions given in [15, Exercise 3.8].

Fix A € Z% with |A] > |0A|, t > 0, a boundary condition  and g > 0. In this proof
we use a probabilistic approach, let X; denote the process associated to the generator £ =
Ap — VAH] - V). Equivalently, see [4], X; is the process satisfying the following stochastic
differential equation

dX; = —VAH(X;)dt + V2 dBy,

where By is a Brownian motion on [0, 1) with periodic boundary conditions. It can be defined

as By = | By] = (Lét(i)J)ieA where By is a Brownian motion on R*. Write P* for the measure
under which P*(Xy = z) = 1 and E* for the corresponding expectation. Further we define the
1

process
n 1 ! 2
Zy = ex —VH dBs — = — dt |.
! p</ AHA(Xs) 2/0 V2 >

We have following estimate for Z; by using that |[VAH] || < 273(|A| 4 [0A]) < 4mB|A|:

VAHX(XS)

exp (— V/8tBw|A| — v32tx* B2|A|?) < Z, < exp (VBitmB|A])

By Girsanov’s theorem and Novikov’s criterion (for example [16]) it follows that for any T < oo
(Xt,0 <t <T) has the same distribution as (\/iBt, 0 <t <T) under the measure Q% which is
defined by QF.(A) = E*[14Z7]. This entails E*[g(X;)Z;] = E* [g(ﬂBt)]. We can then deduce
following estimates for any ¢ > 0 and z € [0,1):

PMg(x) = E°[g(Xy)] = E*[g(X0) Z:Z; V)
< e VBIBTIAI- VBT B2 IAR po [9(X) Z)
< cCHAP R [g(\/iBt)],

for some appropriate ¢ < oo which does not depend on A or on t. Next we use the fact that
the distribution of Bt(l), the first coordinate of By, is absolutely continuous with respect to the
Lebesgue measure on [0, 1) and uniformly bounded in x. Hence there exists a function ¢; such

that
E* [g(V2B,)] < dMlvalg),

where v is the Lebesgue measure on [0,1)*. Recall that u} (dw) = vy [e=HA] e HE (w)wa (dw).
Combining the previous estimates thus yields:

A ~ 2 |A = 2 |A n ~ 2 |A
Pt( )g(m) < oCtIAl CL ‘VA[Q] < oCtIA] CJ: |€osc(HA)uX[g] < N Cl: |e4B|A\MX[g]

where we used Lemma 3.5 for the last inequality to relate the expectations of vy and pu}.
Plugging t = 1 into the above inequality yields the desired statement for some sufficiently large

c.
O
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6 Conclusion

In this thesis, I have proven the Theorems 5.1, 5.8 and 5.17 that together show that Glauber
dynamics converges uniformly to the Gibbs measure. The main conditions required for this
strong result are the compactness of the circle for the spin degrees of freedom and the finite range
of interactions combined with either the one dimensional structure of the lattice or with high
temperature (d > 1). The ergodicity proven here means that the dynamical XY-model will reach
equilibrium exponentially fast. Furthermore, the proofs presented here provide explicit estimates
of the constants of the logarithmic Sobolev inequalities of the respective Gibbs measures: at high
temperature, they grow in proportion to iizg, whereas in one dimension the estimate behaves
like e?. One can not hope to show a logarithmic Sobolev at high dimensions at all temperatures
because the resulting uniform ergodicity would contradict the non-uniqueness of Gibbs measures.
Lastly, we want to mention that a logarithmic Sobolev inequality at high temperature can also
be proven by using Proposition 5.2 and certain mixing conditions, see [15]. In particular, this
leads us to assume that in two dimensions (d = 2) there exists a regime where the Gibbs measure
is unique yet we do not have uniform ergodicity of the dynamical XY -model. This is suggested
by the Berezinskii-Kosterlitz-Thouless phase transition (see [9]) which states the existence of a
regime in d = 2 where the Gibbs measure is unique but correlations decay slowly.

Although most of the proofs given here are similar to the corresponding proofs for the Ising
model, there are important differences resulting from the continuous nature of the spin states
in the XY-model. In particular, we cannot use that the spin system is attractive as in [12].
Instead we can make use of the fact that I'y satisfies the Leibniz rule, which in turn amplifies
the usefulness of logarithmic Sobolev inequalities.

It is interesting to consider potential extensions of this model. For example, one might be
able to obtain similar results for a XY-model in which the interactions between neighbouring
spins vary randomly, which yields a so-called spin glass model [15]. An interesting Hamiltonian
to consider might be

H(o)= Y Xijoi,0)),

li—jl=1

where the {X;;}; ;eza are identically and independent real random variables, for example cen-
tered Gaussians with variance 3. If the X;; are almost-surely uniformly bounded, our earlier
results still hold in an almost-sure sense, as they depend either on the one-dimensional structure
of the underlying lattice or on a spectral condition in Theorem 5.7. Further, one can replace
S! by a general compact Riemannian manifold M. Again, our results should still hold. In
particular, if one were to choose (S"~!,n > 3), Theorem 5.7 still holds, see [5].
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